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Nos anos 60 do séc. XX, as experiéncias de Fisica de Particulas
comegaram a introduzir sistemas digitais de aquisicao e proces-
samento de dados. Tal correspondeu a uma revolugao na quan-
tidade de dados adquiridos em tempo real. O uso de redes de
comunicacgdo cada vez mais rapidas, bem como de micropro-
cessadores e eletronica dedicada de alto desempenho [1], per-
mitiu aumentar significativamente o volume de dados gerados,
dando também origem a novos desafios relacionados com o seu
processamento. Na Figura 1, ilustram-se os volumes de dados
produzidos atualmente pelas grandes experiéncias do CERN,
o Laboratério Europeu de Fisica de Particulas, comparando-se
com os volumes de dados gerados pelas grandes empresas de
Big Data.
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Figura 1: Ordens de grandeza envolvidas em diferentes fontes de da-
dos, para varios intervenientes no sector dos grandes volumes de da-
dos. A area de cada bolha representa a quantidade de dados transmiti-
dos, alojados ou gerados. Figura extraida de [2].

A necessidade de processar, reconstruir e interpretar enormes
quantidades de dados obrigou, desde sempre, as experiéncias
de Fisica de Particulas a recorrerem ao estado da arte da com-
putacdo e da ciéncia dos dados. E neste contexto que surge o
recurso as tecnologias de Inteligéncia Artificial.

Com efeito, o inicio da revolucdo dos dados em Fisica de Parti-
culas é temporalmente coincidente com a primeira explosdo da
aprendizagem automatica [3]. Nao €, portanto, surpreendente
que cerca de duas décadas depois, nos anos 80 do séc. XX, sur-
jam as primeiras propostas de aplicacdo de Inteligéncia Artificial a
esta area, destinadas a encontrar padroes em dados complexos.

Um dos primeiros exemplos é o artigo de Denby, de 1988 [4],
em que é proposto o uso de redes neuronais artificiais para re-
construcéo de tragos a partir de pontos experimentais (c.f. Figura
2). Este trabalho inspira-se na proposta de Hopfield e Tank, de
1985, em que é demonstrada a eficacia das redes neuronais em
problemas com grande complexidade combinatéria [5]. Pouco
tempo depois, em 1989, Peterson [6] apresenta uma proposta
semelhante, onde discute 0 mesmo problema de reconstrucao
de tragos com redes neuronais artificiais, referindo que “N sinais
requerem O(N(N - 1)) neurdnios [pelo que] o algoritmo proposto
nao é, portanto, competitivo com as abordagens convencionais
quando executado em série”. Refere, no entanto, que a aborda-
gem proposta é inerentemente paralelizavel, esperando-se ga-
nhos importantes dessa forma.
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Figura 2: Reconstrucao de tracos com redes neuronais para iteracdes
sucessivas. Neste exemplo, os pontos medidos sao representados por
cruzes, 0s neuronios por segmentos que unem os pontos, com um cir-
culo na cabeca do neurénio a indicar a direcdo. Figura extraida de [4].
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Os recursos computacionais necessarios nao estavam, entao,
disponiveis, pelo que foi preciso esperar mais cerca de uma dé-
cada para que as experiéncias de Fisica de Particulas comecas-
sem a usar de forma sistematica algoritmos de aprendizagem
estatistica. No entanto, num artigo de revisao de 1999, Denby [7]
refere varios casos de uso real ao longo dos anos 90, tais como a
classificagao de decaimentos do boséo Z pela experiéncia DEL-
PHI do CERN (1992), a identificacao de eletrbes pela experiéncia
ZEUS de DESY (1995) ou a medi¢ao da massa do recém desco-
berto quark top, pela experiéncia DO do Tevatrao (1997).

Mais recentemente, é de 2009 um dos primeiros exemplos de
uma observacao experimental apenas possivel devido ao uso de
técnicas de Inteligéncia Artificial: a experiéncia DO reporta a ob-
servacao de um processo raro (produgao de quarks top isolados,
por oposicao a producado de pares, que € mais provavel), sendo
que este resultado apenas foi possivel pela utilizacdo de arvores
de deciséo, previamente treinadas em simulagées de Monte Car-
lo [8], tal como ilustrado na Figura 3.
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Figura 3: Distribuicdo da previsdo do algoritmo baseado em arvores
de decisao (Boosted Decision Trees, BDT, em inglés) usado pela Cola-
borac¢dao DO na identificacao da producdo de quarks top isolados para
dados e simulacdo dos varios processos do Modelo Padrdao da Fisica
de Particulas. A producao de quarks top isolados (tb+tbq) é represen-
tada a azul, enquanto que os histogramas verde, vermelho e castanho
correspondem aos processos de fundo. Em (a) vemos a distribuicdo
completa e em (b) a regido onde o sinal é mais proeminente. Figura
extraida de [8].

Nos ultimos 15 anos, o uso de Inteligéncia Artificial em Fisica de
Particulas generalizou-se, em particular no que respeita a algo-
ritmos de aprendizagem automatica. As colaboragdes experi-
mentais dependem largamente destas técnicas para a selegéo e
reconstrucao em tempo (quase) real dos seus dados, bem como
para a sua interpretacéo. Ao longo da complexa cadeia de aqui-
sicdo, processamento e analise de dados s&o usados inumeros
algoritmos de aprendizagem automatica. Técnicas semi-supervi-
sionadas e n&o supervisionadas, por exemplo, tém vindo a ga-
nhar destaque na procura de fendmenos raros ou inesperados.
Conseguimos assim aumentar consideravelmente a informacao
que extraimos dos dados experimentais, expandindo amplamen-
te os resultados ao nosso alcance. De igual forma, também as
simulacdes computacionais e a capacidade que temos de fazer
previsdes tedricas tém beneficiado significativamente do uso de
Inteligéncia Artificial. Esta € uma area em grande expansdo em
Fisica de Particulas, com um numero crescente de investigadores
a dedicar o seu tempo ao desenvolvimentos de novas e melhores
técnicas.

Ao leitor interessado em conhecer as inUmeras aplicagdes mo-
dernas de Inteligéncia Artificial a Fisica de Particulas recomendo
um dos sitios de referéncia [9], onde sdo continuamente atuali-
zadas as publicagbes nesta area. A Figura 4, dai extraida, ilustra
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bem o impressionante crescimento do interesse da comunidade
de Fisica de Particulas em Inteligéncia Artificial.
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Figura 4: Evolucao das publica¢des referentes a aplicagdes de aprendi-
zagem automatica a Fisica de Particulas. Os dados de 2024 reportam a
novembro desse ano. Figura extraida de [9].

Podemos, em jeito de concluséo, argumentar que a Fisica das
Altas Energias, movida pela necessidade de analisar (crescente-
mente) grandes quantidades de dados, tem estado no pelotédo
da frente da utilizagéo em larga escala de técnicas de Inteligéncia
Artificial, contribuindo, também, para a formagéao das novas ge-
racdes de cientistas de dados que, muitas vezes, acabam por
desenvolver a sua atividade em contextos diversificados. Tal nao
significa, naturalmente, que a maioria dos algoritmos em cau-
sa tenham sido desenvolvidos no contexto especifico da Fisica
de Particulas. Mas ¢ justo dizer que a Fisica em geral e a Fisica
de Particulas, em particular, fornecem um excelente campo de
aplicagao para estas técnicas computacionais e que, a0 mesmo
tempo, a sua especificidade implica, muitas vezes, o desenvolvi-
mento de ideias originais que contribuem para a evolugdo deste
importante ramo transdisciplinar do conhecimento.
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