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TIME DEPENDENT GENERATOR COORDINATE 

METHOD AND THE N-N_ INTERACTION * 

L. P. Briro and C. A. Sousa 

Departamento de Fisica, Universidade de Coimbra 

3000 Coimbra, Portugal 

(Received 3 February 1981) 

ABSTRACT — An attempt is made to describe the nucleon — nucleon 

interaction in a non — relativistic situation. Explicit expressions are obtained 

using a non — perturbative method appropriate to the wave packet which des- 

cribes moving particles. 

1 — INTRODUCTION. GENERAL CONSIDERATIONS 

The question of the nature of the force between two nucleons 

has occupied a central place in physics. 

Although Yukawa’s theory, explaining the nuclear interaction 

as a result of the exchange of mesons between nucleons, dates 

back to 1935, the most important calculations of the nucleon- 

-nucleon interaction in terms of meson exchange was first carried 

out about 1950. 

In this paper we wish to investigate the interaction energy 

between two nucleons, in a state of relative motion, from a 

non-perturbative viewpoint. 

We consider the system nucleon — meson cloud in a very 

simplified version, that is, we restrict our discussion to scalar 

mesons exchanged between scalar nucleons. 

(*) Work supported by Instituto Nacional de Investigacao Cientifica, 

Lisbon. 
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In this way the Hamiltonian may be written: 

Bs PS CT aCe Ay A. (1) 

ar ef teece i aa [At Cy sane a Cy C, A, ] 

where Ci (C,,) creates (annihilates) a nucleon with momentum p 

and Aj (A,) creates (annihilates) a meson with momentum k. 

In equation (1), m denotes the nucleon mass and 

~ = (k? + yw?) 1/?, where » is the meson mass. G is the coupling 
constant between nucleons and mesons and V refers to the nor- 

malization volume. 

The operators oH ( C.) and Ai (A,) obey the usual 

commutation relations for fermions and bosons, respectively. 

First, we consider the problem of one nucleon state and we 

calculate the expression of the energy of this system. After the 

interpretation of these results we follow the same procedure for 

a system of two interacting nucleons. 

2— ONE NUCLEON STATES 

We construct the wave function for the system, as 

usually [1] [2], using the variational method, proceeding in analogy 

with the Hartree-Fock theory. To do this, we first consider the 

state | ¢ > such that 

  

rs Md Ss (2) 

Co ito Se (3) 

where ¢, is a parameter. |Z > is a coherent state given by 

|t> = exp (2%, At) |0> (4) 
k 

where _/ is a normalization constant and |0> is the absolute 

vacuum, 

A, |O>=C, |O>=0 (5) 
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A one-nucleon state may be obtained by the following cons- 

truction 

[i oi a Oe ee (6) 
p 

The ket |¥,¢ > is normalized to unity provided the ampli- 

tudes y¥, satisfy the relation 

sy y= 1 (7) 
p x 

The quantities y, and ¢, are variational parameters obtained 

by minimization of the expectation value 

<“pClHl nt >/<9.< 1 ee> (8) 

We introduce the following simplifying assumption for y, 

Up =L(40a) / VV] exp (— 4rd") (9) 

where A is a parameter. 

If we consider now the system placed on a point of space 

with positional vector r, the function given by eq. (6) may be 

written 

lwesS=sy,e" Ct exp(sqe. At)[o> (0) 
p k 

The ket |¥,é >, with the structure given by eq. (10), repre- 

sents a static description of the system nucleon-meson [3]. The 

introduction of the velocity in that wave function may be done 

by writting 

-ip.r -ik.r 

|no>=2 9 (pp) ee” Ch exp(XQe AE)/O> (Al) 
p 

where p, is a new variational parameter. 

In order to obtain the expression of the parameter ¢, the 
minimization of eq. (8) should be performed by constraining the 

momentum operator P which may be written 

Pose OC Gtee ara (12) 

Portgal. Phys. — Vol. 12, fasc. 1-2 pp. 1-7, 1981 3



L. P. Brito et al. — Generator coordinate method and N-N interaction 

The expectation value of (H - b-P) where b is a Lagrange 
multiplier, leads to 

<y, €|\(H- b-P)|¥, €> =(1/2m) (p?+ 3/(2a)) + 

Boy OP a TG x (2a, VOM CLE + Le) (13) 

exp (- }4\k*) —b+p)—b+3 k &* Z, 
k 

To obtain eq. (13) we have used the relations 

vp Y= 1 

YD p® Pp = P57 3/(22) 

3
s
M
t
e
M
 

Vp+k Yp = exp (— 14k’) 

3
M
 

Variation of eq. (13) with respect to &, yields 

fk = — G (2 0% V)“/ (0, — bok) exp (— 4 Ak?) (14) 
Further variation with respect to p, yields p, =b m which 

suggests that one can identify the quantity b as the veloctity of 

the system. 

The energy expectation value of the nucleon-meson system 

is then 

A =< C|H | S>/ <b | S>=3/(4m2) + (m/2)bb 

—G S[1/ (20%) — (bk)? / (20%) ] exp (— Brk*) (15) 

=3/(4md) — G*/(42V27A)+ 1/2 b-b [m+ G?/(62/2rA) ] 

where we have used the expansion of the expression of ¢,, (eq. 14) 
up to second order in powers of b and performed the summation 
over k. 

Comparing this expression with the expectation value of the 

momentum operator which is 

<y, ¢/Ply, €>=b [m+G?/(6ry27A)] (16) 
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we may notice that: 

i) the interpretation already given for the parameter b is 

confirmed ; 

ii) it is possible to define the nucleon mass as 

MM =m + G?/(62rV27d) (17) 

When we write the Lagangian of this system 

LH =r-b[m+ C/(6rV27A) 1-H (18) 
1 

we can also define the momentum canonically conjugate to r as 

oe (19) 

3— TWO NUCLEON STATES: THE NUCLEAR INTERACTION 

In analogy with the procedure followed in the previous section 

to construct the one-nucleon states, we may now write the wave 

function to describe two nucleons with opposite velocities b and 
— b and localized at points a distance |r| apart 

-ip.r/2 -ik. 

tua b) = % y (p-bm) e” "Ct exp(xg,,e At) 
P, D’ 5 eer 

(20) 
; ip. */2 ik’. r/2 

¥ (p’ +bm) e Cy, exp (= Si, e AS yiO> 

With the Hamiltonian written in eq. (1) and eq. (20) we 

can write 

a <2 (6b) |Aldie (6b) >/ <2 (hb) |di2 (4b) > 

=[3/(2m)d) + bmi+ > © (Seu tT fer 

kur -ik.r i : 
Cu, b tn,<5 <2 +e )] 

(21) 
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and, after performing the calculations, we find 

HE», =2[3/(4m2d) — G?2/ (42 ¥27A)] + (bb) 

[m+G?/(6rV27rA)] —-(G?/4r)[1+%b-b (22) 

— (w/2r) (br)? - (1/22) (ber )?](e7** /r) 

We may notice, by comparison of this equation with eq. (15), 

that the first part of the previous expression is twice the nucleon 

energy. So, one can write for the interaction energy between the 
two nucleons 

Fev = -(G/4r) [1+ Yb-b- (pn /2r) (ber)? 

—(1/2r?)(ber)?](e “*/r) (23) 

For systems described by the Schrédinger equation the 
Lagrangian is 

L =<yplid/dt -H|y> (24) 

When we perform the calculation we obtain 

<ylofor|y>=-iblm+G?/(6rV27a)] — (25) 

and, therefore, we can write 

L=r-b[m+ G/(6rV27A) 1-H (26) 

where r represents the relative coordinate of the two particles 

and ye is given by eq. (21). 

Fron 0940/6 =0 we conclude that 

r=2b- (G2/47) [m+ G?/(67V27A) J? [b — (bs) (r/r) 

—(b-r)(pr/r)](e “*/r) 
(27) 
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Inspection of eq. (24) and (26) allows us to conclude that: 

i) the relation between r and b is now given by eq. (27), 

so the relative velocity is equal to 2b when |r|> wo, 
as it should be; 

ii) the momentum canonically conjugate to the relative 

distance between the two nucleons, r, is 

p=[m+G?/(67V27A)]b 

in agreement with the expression of the reduced mass 

for the relative motion of two identical interacting par- 

ticles, which is half of the mass, H given by eq. (17). 

4 — CONCLUSIONS 

The study of interacting nucleon systems by means of the 

exchange of scalar mesons was performed considering systems 

with one and two nucleons. 

In the first case we obtain an expression for the energy of 

the system when the parametrization introduced is clearly defined. 
The expression obtained for systems with two nucleons 

reduces to the Yukawa interaction for zero relative velocity and 

introduces new factors which depend on the relative velocity of 

the nucleons in the other cases. 

The authors are greatly indebted to Prof. J. da Providéncia 

for his guidance of this work. 
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AND XENON AS RADIATION DETECTOR MEDIA 
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Tokyo, Japan 

(Received 23 June 1981) 

ABSTRACT — The fundamental properties of liquid argon, krypton and 

xenon required from a point of view of radiation detector media, such as 

W-values, Fano factors, electron drift velocities, etc., have been measured 

during the past decade. These results are summarized and the author’s consi- 

derations for its physical understanding are presented. Also, the possibilities 

of application of these liquids to nuclear radiation detectors are discussed. 

1 — INTRODUCTION 

Since Alvarez suggested the possibility of the use of liquefied 

rare gases, such as liquid argon or liquid xenon, as detector media of 

counters to be used in experiments of elementary particle phy- 

sics [1], some trials for developing liquid argon or liquid xenon 

detectors were undertaken [2-9]. In the middle of the 1970’s, liquid 

argon ‘was sucessfully used as detector medium of calorimeters for 

high energy gamma-rays or electrons [10-15]. After a few years, 

a proposal of a «liquid argon time projection chamber» (LATPC), 

which is a new type three dimensional position sensitive detector 

with large sensitive volume and is used for neutrino detection, has 

been made by high energy physicists [16] and at present, the funda- 

mental experiments for LATPC are in progress [17, 18]. 

Since the end of the 1960’s, we began the studies on the 

fundamental properties of liquid rare gases [19-26] required for 
applications as radiation detector media, independently of Alva- 
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rez’s suggestion, and recently have developed some new type 

liquid xenon detectors [27-30]. 

On the basis of the results obtained so far [19-30], in this 

article the fundamental properties of liquid rare gases as detector 

media are summarized and considerations are made regarding 

the physical understanding of their properties and the possibi- 

lities of application of these liquids to nuclear radiation detectors. 

2 — IONIZATION 

In the design of a liquid rare gas detector which is operated 

in the ionization mode it is necessary to know the mean number 

of ion pairs produced in the liquid by the ionizing radiation and 

its fluctuation around the mean value. The former can easily be 

estimated by knowing the W-value in the liquid, defined as the 

average energy required to produce an ion pair and the latter by 

knowing its Fano factor, which expresses the degree of fluctua- 

tion of the ionization. 

Here, we will discuss the W-values and the Fano-factors 

of liquid argon, liquid krypton and liquid xenon recently measu- 

red or estimated by us and briefly describe the reasons why 

W-values in liquid rare gases are near the values in the gaseous 

state, rather than those in semiconductors, although Fano-factors 

are close to the values in semicondutors rather than those in 

the gaseous state. 

2.1 — W-values in liquid argon, krypton and xenon 

For measurement of the W-value in liquid rare gases, the 

steady current method by irradiation with X-rays or alpha-rays 

has often been used by several investigators until recen- 

tly [19, 20, 31-34]. However, this method is not suitable for 

precise measurement of W-values, because in X-ray irradiation, 

it is difficult to accurately determine the absorbed energy in the 

liquid medium and in alpha-particle irradiation, it is also difficult 

to completely collect the charge produced by alpha-particles. To 

overcome these difficulties of the measurement technique, we 

tried to use the electron pulse method and energetic conversion 

10 Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 9-48, 1981



T. DokE — Liquid argon, krypton and xenon as radiation detector media 

electrons as ionizing radiation, for measurement of W-values 

in liquid rare gases [21, 22]. This method has the two following 

advantages: 1) the energy of individual pulses is known without 

any uncertainty, 2) the saturation of ionization pulses can easily 

be achieved because the specific ionization of energetic electrons 

is considerably low compared with that of alpha-particles. The 

W-values in liquid argon and liquid xenon obtained by this method 

are shown in Table 1, as well as those previously obtained by 

the steady current method [20]. From this table, it is clear that 

the accuracy of the determination of W-values by this method 

is remarkably improved, but the W-values obtained by both 

methods are in good agreement within the experimental errors. 

TABLE 1—The W values in the gas and liquid phases of argon, krypton 

and xenon. The number in parenthesis shows the ratio, Wott or Wiig/E,: 

  

  

  

Experimental Wjjq (eV) 

Calculated 

Liquid I (eV) ov i E, (eV) Steady Electron Wiig (eV) 
current pulse method (w lig JE ‘ ) 

method (Wig /E g ) 

Ar 15.76 26.4 14.3 23.7+.0.7 23.6 +0.3 24.4 

(1.68) (1.65) (1.70) 
Kr 14.00 24.1 11.7. 20.54 1.5 20.2 

(1.72) (1.72) 
Xe 12,13 21.9 9.28 16.4+ 1.4 15.6+:0.3 15.7 

(1.81) (1.68) (1.69)             
  

It is a well known fact that the ratios of W-values to ioni- 
zation potentials in rare gases are nearly 1.7 and this was semi- 

-quantitatively explained by Platzman on the basis of the result 

calculated for helium gas [35]. The existence of the electron 

band structure in solid rare gases, such as solid argon or solid 

xenon, has been already confirmed, but in the liquid state is 

confirmed only for liquid xenon. Let us assume that the same 

electron band structure as that in solid rare gases also exists in 

the liquid state. In this case, it is considered that the band gap 

energy E, in the liquid state corresponds to the ionization poten- 
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tial I in the gaseous state. From such a view-point, in liquid rare 

gases, the ratio W/E, of the W-value to the band gap energy 

will be used in place of the ratio W/I in the gaseous state. As 

seen from Table 1, however, the values of W/E, in liquid rare 

gases are almost equal to the values of W/I in the gas state and 

differ from those in semiconductors such as silicon or germa- 

nium (~ 3). This fact can be explained from the phenomenological 

theory given by Shockley [36] and developed by Klein [37]. 

Namely, Shockley proposed the following relation for the 

balance of the energy dissipated in semiconductors in order to 

phenomenologically understand the ionization mechanism [35], 

W=E, +E, +E,+rE,, (1) 

where E, and E, are the mean energies of a subionization 
hole and electron respectively which are finally transferred to 

the lattice, E,; is the energy absorbed in production of an 

electron-hole pair, and rE, is the energy transferred to the lattice 

while a free electron or a free hole, with energies higher than 

E,, crosses the mean distance for electron-ion pair production. 
Assuming that the widths of the conduction band and the valence 

band are wider than the band gap and E, is equal to E,, Shockley 
derived the following formula for the W-value in a semicon- 

ductor (*): 

W=2E,+E,+rE, 
=2X06E,+E,+rE, 
=22E,+rE, (1’) 

After that, Klein obtained the following improved formula assu- 
ming that E; = 3E,/2, 

W = (14/5) E, + rE, (1””) 

A good agreement between both values of dW/dE, from the 
above formulas and the experimental results is obtained. By 

(*) 0.6 E, is obtained assuming that electrons or holes, with energies 

lower than E,, distribute proportionally to their level density which is propor- 

tional to the square root of the kinetic energy. 
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fitting the formula (l’’) to the experimental results, rE, was 

estimated to be between 0.5 and 1.0 eV. 

Now, let us apply such considerations to liquid rare gases, 

assuming that they have the same electron band structures as 

in solid state. In solid rare gases such as solid argon and xenon, 

there exists conduction band but no valence band. Therefore, 

E; should be neglected. Since E, is larger than ten times rE, 

we can also neglect the last terms in the formulas (1), (1’) and 

(1’’). Thus, we can obtain the following relation between the 

W-value and Eg in liquid rare gases, 

W =16E, (from Shockley’s formula) 

W = 9 E, (from Klein’s formula). 

These ratios (1.9 or 1.6) roughly agree with the experimental values 

of 1.65 for liquid argon [21] and 1.68 for liquid xenon [22]. More 

accurate estimation of W-values in liquid rare gases on the 

basis of the solid model will be made in the next section. 

By admixing a small amount of a gas whose ionization 

potential is lower than the first excited state of the main gas, 

enhanced ionization is often observed in rare gases. Such a 

phenomenon is called Jesse effect. From the analogy with the 

Jesse effect in rare gases, it is expected that the same effect 

will occur in liquid rare gases. For example, the apparent ioni- 

zation potential of a xenon atom doped in solid argon is 

10.5 eV [38], which is lower than the energy of excitons in solid 

argon (212.0 eV) [38]. This clearly shows that enhanced ioni- 

zation is expected in xenon doped liquid argon. Actually, we 

observed such an enhanced ionization in the experiment of xenon 

doped liquid argon [24]. Figure 1 shows the variation of the 

ionization yield as a function of the doped xenon concentration. 

The enhanced ionization is also expected when some molecular 

gases are doped into liquid rare gases, but the mixing of molecular 

gases often leads to reduction of the pulse height of electron 

induced signals [23], because of the loss of electrons due to 

electron attachment to the molecular gases. Therefore, the obser- 

vable enhancement of ionization may be limited to the case of 

mixing between rare gases. 
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Fig. 1— Relative ionization yield as a function of the Xe concentration, 

for the ionization measured at 17 kV/cm(o) and for the saturation value 

estimated from the 1/I versus 1/E plot(e), where I is the ionization yield 

and E is the electric field. 

2.2 — Estimate of W-values on the basis of the solid model 

In this section, we describe more accurate estimations of 

W-values in liquid rare gases on the basis of the solid model. 

Namely, it is possible to accurately estimate the W-value in liquid 

rare gases, if its band structure and its oscillator strength are given. 

At present, we know the band structures in solid state obtained 

by theoretical calculation [39] and the oscillator strengths in 

solid state derived from the photo absorption spectra of these 

solid [40]. Assuming that these data are also applicable to liquid 

state, we try to estimate each term in the following energy 

balance equation previously applied to gases by Platzman [35] 

W/E, = (E,/E,) + (Ex /E,) (Na /Ni) + (e/E,), (2) 

14 Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 9-48, 1981
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where W, is the W-value in liquid rare gas, N,, is the number 

of excited atoms at an average expenditure E,,, N,; is the number 

of ions produced at an average energy expenditure E, and « is 

the average kinetic energy of subionization electrons. Here, E; 

is estimated as a mean value of the gap energy in the electron 

momentum space. The ratios E,,/E, and N,,/N; are also esti- 

mated with the optical approximation using the oscillator strength 

spectra of solid rare gases. In these estimations, it is assumed 

that all the excitations which lie in the continum above E, 

dissociate to electron-hole pairs immediately. The estimation of 

the energy « is made under the assumptions that the subionization 

electrons have energy less than E, and distribute proportionally 

to the state density dn/dE for the energy levels. The results 

obtained in this way are shown in the last column of Table 1. 

The optical approximation used in this calculation is not valid 

for collisions due to low energy secondary electrons, which are 

a main part of collisions in the slowing down process of the 

primary particle. As seen from the table, nevertheless, the 

agreement between the estimated values and the experimental 

ones is very good. 

From extrapolation of the enhanced ionization in xenon 

doped liquid argon to high concentration of xenon, the value 

of N.,/N,; can be also estimated under the assumption that the 

excitons with energy higher than the ionization potential of the 

doped xenon atom contribute to the enhanced ionization. Then 

the estimated value of N,.,/N, was 0.19 + 0.02 [24], which is 

in good agreement with that (0.21) used in the estimation of the 

W-value. This fact shows that the assumptions made in the 

estimation of W-values are reasonable. In the next section, the- 

refore, we will try to estimate the Fano-factors in liquid rare 

gases by the use of the results obtained for the W-values. 

2.3 — Fano-factors in liquid rare gases 

The fundamental formula for the fluctuation of the num- 

ber of ions produced by an ionizing particle when all its energy 

is absorbed in a stopping material was given by Fano [41]. For 
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convenience of calculation, the Fano’s formula is transformed 
as follows [42, 43]: 

F=F,+F+F, 

= (N.,/N;) [1 + (N./N,)] (W2,/W?) + [C4 — W,)°/W? ] 
+ (N,,/N;) [<eagg—= W,; )?/W? 1 (3) 

where W.,=E,,, W,=E,+., and «¢ or e,, are the energy 
absorbed per ionization collision or per excitation collision in a large 
number of collisions in the slowing down process of an ionizing par- 
ticle in matter, respectively. In this formula, the first term F, is due 
to redistributions of the numbers of excited and ionized atoms, the 

second term F, and the third term F; are due to the energy loss fluc- 

tuations in ionization and excitation, respectively. In the calculation 

of Fano-factors, the values of N.,/N; and « at the end of the 
ionization process should be used, because the fluctuation of the 

number of ion pairs produced by the ionizing particle is then 

determined and is not affected by the process of the excitation 

collisions after that. The values of N.,/N;, E,, E., and « at the 
end of the ionization process for liquid argon, krypton and 

xenon, obtained by the method described in the previous section, 

are given in Table 2. Table 3 shows the Fano-factors in liquid 

rare gases calculated from formula (3) by using these values 

and they are clearly small compared to those in the gaseous 

state. This is mainly attributed to the small values of N.,/N; 
in liquid state. From the view-point of detector application, in 

particular, it should be noted that the Fano-factors in liquid 

krypton and liquid xenon are comparable to those in semicon- 

ductors such as silicon and germanium. 

TABLE 2— Quantities appearing in the energy balance equation for liquid 

argon, krypton and xenon. 

  

  

Liquid E; (eV) Eo (eV) N.,/N; € (eV) 

Ar 15.4 12.7 0.21 6.3 

Kr 13.0 10.3 0.10 6.13 

Xe 10.5 8.4 0.06 4.65           
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TABLE 3 —F,, F,, F, and F (Fano-factor) in liquid argon, krypton and xenon 

for the solid model. 

  

  

Liquid F, F, F, F 

Ar 0.076 0.027 0.004 0.107 

Kr 0.032 0.024 0.001 0.057 

Xe 0.019 0.021 0.0006 0.041         
We can also estimate the Fano-factor in xenon doped liquid 

argon by using the formula for gas mixtures, derived by 

Alkhazov et al. [42]. The result is given by the following for- 

mula, 

F,, = 0.107 — 0.067 o, 

where co is the probability of deexcitation followed by an addi- 

tional ionization. Considering the practical use as detector medium, 

therefore, we estimate the Fano-factor for xenon doped (1.6 %) 

liquid argon, whose ionization relative to that in pure liquid argon 

is 1.13 (o ~ 0.68), 

F,, = 0.064. 

2.4 — Energy resolution in liquid rare gas chambers 

Let us estimate the energy resolutions when these liquid 

rare gases are used as detector media in an ionization pulse 

chamber. In order to get the energy resolution of the chamber, 

first, the electronic noise level in the pulse amplification system 

must be given. We assume N, ., = 65e as the r.m.s. value of the 

noise equivalent charge in the electronic system, which can easily 

be achieved by using FETs (commercially available) kept at low 

temperature. If the W-value and the Fano factor for the detector 

media are known, the ultimate energy resolution AE,, which is 
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expressed by full width at half maximum (fwhm), is calculated 
from the following formula 

AE, = (AE? + AE?)#/? 

where AE, = 2,36 W (eV) Ni X 10- keV, and AE; = 2,36 X 

Vv E, (MeV) FW (eV) keV and E, is the energy of ionizing radiation. 

The ultimate energy resolutions in liquid argon, liquid krypton 

and liquid xenon were calculated for E, =1 MeV, using the 

above formula. The results are shown in Table 4 [25]. From this 

table, it is clear that the ultimate energy resolutions for these 

liquid chambers are from 3 keV to 5 keV. In the conventional 

Ge(Li) detector with large volume, the actual energy resolution 

(fwhm) for gamma-rays of 1 MeV is about 1.5 keV. Therefore, 

the fwhm obtained in the liquid xenon ionization chamber is 

expected to be near that of the Ge(Li) detector. This encourages 

the development of a liquid xenon gamma-ray spectrometer. 

  

TABLE 4— Ultimate energy resolutions (fwhm) in liquid rare 

gas ionization chambers. 

  

    
  

    

Liquid Akg AE; (kev) for Ey = 1MeV AE. keV) for Ey = IMeV 

Ar 3.57 3.77 5.19 

Kr 2.99 2.49 3.89 

Xe 2.36 1.88 3.02   
  

In order to check the theoretical estimation as mentioned 

above, we tried to measure the energy resolution for 0.569 MeV 

gamma-rays emitted from *°’Bi source using a small size liquid 

xenon gridded ionization chamber [22]. Figure 2 shows the 

relative energy resolution expressed by fwhm versus the electric 

field strength as well as the electronic noise level, corresponding 

to 17 keV, which is not so good. This curve is in fairly good 

agreement with that recently obtained by using a large volume 

liquid xenon chamber [29] and that of a Russian group using 

18 Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 9-48, 1981



T. DoKE — Liquid argon, krypton and xenon as radiation detector media 

a small size chamber [44]. From this figure, it is clear that the 

energy resolution (about 6 % fwhm) is about twice the electronic 

noise level even for the electrice field of 17 kV/cm, although the 

fwhm value still decreases with increase of the electric field. 
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Fig. 2 — Variation of the energy resolution (fwhm) for gamma-rays of 569 keV 

with the electric field. Dashed line shows the level of electronic noise. 

Such a large value of fwhm can not be attributed to attachment 

of electrons to electro-negative impurities in the liquid, because 

it had been experimentally shown that the pulse height of the 
ionization signals scarcely depends on the drift distance of elec- 

trons. Contributions to the energy resolution other than the elec- 

tronic noise, such as the positive ion effect caused by the 

shielding inefficiency of the grid and the rise time effect of the 

ionization pulse, are considerably smaller than that of the elec- 

tronic noise. Also, it may be difficult to explain such a large 

discrepancy between the theoretical estimation and the expe- 

rimental results by the non-saturation effect of the collected 

charge for the applied electric field, because the difference 

between the collected charge at 17 kV/cm and its saturated value 
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obtained by Onsager’s theory is estimated to be only 3% [22]. 
However, it is necessary to check whether the energy resolution 
is improved in much higher electric field or not, because at 
present the applicability of Onsager’s theory to the ioni- 
zation due to fast electrons in liquid rare gases is mot suffi- 
ciently tested. 

2.5 — Electron multiplication in liquid and solid rare gases 

Several years ago, we tried to observe the occurrence of 
electron multiplication in liquid argon, and xenon doped or 
organic molecule doped liquid argon, by using a simple cylin- 
drical counter with a center wire of about 5 pm in diameter, but 
could not find it before electrical breaking occurs. To confirm 
the electron multiplication in solid argon or solid xenon as obser- 
ved by Pisarev’s group [45], furthermore, we also tried to test 
it using a parallel plate solid argon filament chamber [46]. In 
this test, a maximum multiplication factor of about ten was 
observed for a tungsten filament wire of 5 »m in diameter. 
With increase of the anode voltage, however, the rise time of 
the output pulses became long and _ its decay time rapidly 
increased, At last, the pulses became unobservable because of 
pile-up. At present, these phenomena are interpreted assuming 
that the electron multiplication in solid argon occurs in a thin 
layer of gaseous argon near the wire surface and the slow com- 
ponent of the pulse is caused by space charge effect of electrons 
trapped in the imperfections of the interface between gas and 
solid. After these efforts, it was concluded that the electron 
multiplication to be useful in nuclear radiation detectors occurs 
only in liquid xenon as has already been confirmed by Derenzo 
et al [47]. 

The typical curves of charge gain versus applied voltage 
for a liquid xenon cylindrical counter with a center wire 5 pm 
in diameter, obtained with internal conversion electrons from 
**"Bi and collimated ™’Cs gamma rays, are shown in Fig 3 [48]. 
Here, the unit gain is equal to the saturated pulse height which 
is obtained in a small gridded ionization chamber filled with 
liquid xenon. The maximum gain obtained so far is about 200. 
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According to our experiences, the resolution of liquid xenon 

proportional counters becomes poor with the increase of the 

applied voltage. This degradation of resolution seems due to 
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external irradiation with collimated 137Cs gamma-rays. 
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local irregularities of the surface of the center wire. In practical 

applications of such a counter, this fact should be taken into 

consideration. 

Derenzo et al. also tried to estimate the first Townsend 
coefficient in liquid xenon from their experimental data [3]. 

Namely they firstly derived the analytical formula for the variation 

of the charge gain with the applied voltage and fitted the curves 

obtained from the formula to the experimental data for three 

center wires of different diameter, by adjusting the values of W, 

recombination constant, attachment probability and first Town- 

send coefficient as unknown parameters. Then it was found that 

the first Townsend coefficient was 27 times larger than that in 

xenon gas with the same density as that of liquid xenon. Howe- 

ver, this figure seems to be wrong, because the W-value and the 

recombination constant obtained as well as the first Townsend 

coefficient are inconsistent with those accurately measured by 

us [22, 23]. Therefore, we are trying to estimate the real value 

of the first Townsend coefficient by treating the W-value and 

the recombination constant as known parameters. 

3 — RECOMBINATION AND ATTACHMENT 

When an ionization chamber is used as an energy spectro- 

meter for nuclear radiation, the charge produced by the ionizing 

radiation must be collected completely in the collector electrode 

in order to determine its intrinsic energy resolution. In the elec- 

tron pulse chamber, the characteristics of electron charge 

collection are firstly determined by recombination between elec- 

trons and ions. In addition, the electrons attaching to electro- 

-negative gas during the drift to the collector can not effectively 

contribute to the induced voltage in the collector within the 

short measuring time, of the order of psec. Therefore, the exis- 

tence of electronegative gases in a liquid rare gas deteriorates 

the characteristics of the charge collection in an electron pulse 

chamber. 

Here, we describe the present status in our understanding 

about the recombination and the attachment processes in liquid 

rare gases. 
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3.1— Recombination between electrons and ions 

If the electron-ion pairs produced by a minimum ionizing 

particle with low specific ionization are independent of each 

other, we can understand the recombination process between 

electrons and ions by Onsager’s theory [49]. When an electron 

originated by ionization is slowed down to thermal energy, 

according to the theory, if the electron is within a certain dis- 

tance from its parent ion where the Coulomb energy is equal 

to thermal energy, it can not escape from the influence of the 

parent ion and the electron-ion pair recombines. Converseley, if 

the thermalizing point of the electron is outside that critical 

distance, it is free from the influence of the parent ion even if the 

external electric field is zero. Actually, it seems that there exists 

a large number of free electrons, without recombination with 

the parent ion or other ions, during a considerably long time 

(> msec) in absence of electric field. However, it is difficult to 

completely understand the recombination process between elec- 

trons and ions in liquid rare gases only by Onsager’s theory, 

because the mean interval of electron-ion pairs produced by 

ionizing radiation in liquids is comparable to the critical distance 

even for minimum ionizing particle and, under such a condition, 

the assumption of the existence of ion pairs which are inde- 

pendent of each other becomes unreal. Nevertheless, we con- 

sider that a rough explanation of the characteristics of charge 

collection in liquid rare gases is possible by Onsager’s theory. 

Figure 4 shows the characteristics of charge collection in 

liquid argon and liquid xenon observed by using internal con- 
version electrons of Bi [50]. In the figure, the solid curves 

are the theoretical ones obtained by fitting Onsager‘s theory to 

the experimental data and the agreement is good. According to 

Onsager’s theory also, the initial slope of the charge collection 

curve in liquid xenon is smaller than in liquid argon. 

However, the rise of the charge collection curve in liquid 

xenon is steeper that in liquid argon for electric fields lower 

than 1 kV/cm. This is different from the above prediction of 

Onsager‘s theory. Such a difference is caused by the effect of 

columnar recombination which occurs between electrons and ions 

other than the parent ion and the attachment of electrons to 
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Fig. 4— Saturation characteristics of collected charge versus electric field 

for liquid argon and xenon. G,, is the free ion yield per 100 eV of absorbed 

energy at the field strength «- 

electro-negative impurities in the rare gas liquid. By extrapola- 

ting the theoretical charge collection curve, obtained from the 

fitting to the experimental data for electric fields larger than 

1 kV/cm, to the low electric field region, we can estimate the 

fraction of recombination free electrons to the total number of 
electrons produced by the radiation for zero electric field. The 

values obtained in this way are 0.53 + 0.04 for liquid argon and 

0.73 + 0.04 for liquid xenon, respectively [50]. These values 

seem to be an overestimate, because of the ambiguity in the low 

electric field region. This problem will be again discussed in the 

section on direct scintillation. 

3.2 — Electron Attachment 

In an ionization chamber with a large sensitive volume, 

such as. total absorption chambers or time projection chambers 

for neutrino detection, the electrons produced by ionizing radia- 

tion are required to drift a long distance without losses due to 

electron attachment to electro-negative impurities in the liquid 
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rare gases. From the point of view of the liquid argon time 

projection chamber, Chen et al. made an experiment to estimate 

how long electron drift lengths can be achieved in liquid argon 

supplied through a purifier, using a drift distance of a few cen- 

timeters, and showed that attenuation lengths longer than 35 cm 

are achievable at the electric field of 2 kV/cm [17]. Recently, 

they constructed a 50 liter liquid argon test chamber with a 

maximum drift distance of 30 cm and showed that an atte- 

nuation length of 55 cm is achievable at a drift field of 

1.6 kV/cm [18]. Now, let us consider oxygen molecules as a 

typical electro-negative gas in liquid argon. Its cross section for 

electron attachment (or attenuation coefficient of drifting charge) 

in liquid argon at the electric field of 10? to 10 V/cm has 

already been measured by Zaklad [51], Hofmann et al [52] and 

Bakale et al [53]. 

Their results are shown in Figure 5 as well as the results 

in liquid xenon obtained by Bakale et al [53]. The values of 
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the electron attachment cross section in liquid argon are in good 
agreement. Using these values, the upper limit of the concentra- 
tion of oxygen molecule in liquid argon used in Chen’s expe- 
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Fig. 6— Attenuation of collected charge versus drifting distance in liquid xenon. 

riment is estimated to be 2.6 ppb. Such a purity was obtained 

by passing a sequence of a Hydrox purifier and molecular sieves 

maintained at 196 K. 

Complete collection of the charge produced by ionizing 

radiation in liquid xenon is more difficult than that in liquid 

argon, because a larger amount of electro-negative impurities 

are dissolved in liquid xenon due to a temperature higher than that 
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of liquid Ar [51]. In addition, the cross section for electron 

attachement by oxygen molecules is about one and a half times 

larger than that in liquid argon as seen in Fig. 5. Recently, we 

observed the reduction of the ionization pulse height for the 

drift distance of 5 cm in a liquid xenon drift chamber using 

collimated gamma-rays [30]. The result is shown in Figure 6. 

In this case, the attenuation length of electrons in liquid xenon 

was One meter. Assuming the cross section of electron atta- 

chment shown in Fig. 5, we can estimate the concentration of 

oxygen molecules in the liquid xenon used in our experiment 

to be 1.8 ppb, which is better than that obtained in liquid argon 

by Chen et al., in spite of the difficulty in purification of xenon. 

This shows that our test chamber and gas purification systems, 

in which a titanium-barium getter [48] is used, are superior to 

the systems of Chen et al. 

4— ELECTRON DRIFT VELOCITY AND DIFFUSION 

The drift velocity of electrons determines the time response 

of radiation detectors and the diffusion of electrons in the 

detector medium gives the limit of the accuracy of position 

determination. From the analogy with the mixing effect on the 

electron drift velocity in gaseous state, several years ago, we 

studied electron drift velocities in liquid argon mixed with small 

amounts of molecular gases and found a remarkable increase of 

the drift velocity for mixtures with methane or ethylene [23]. 

If the diffusion coefficient and the drift velocity of electrons 

in liquids are experimentally obtained as a function of the elec- 

tric field strength, we can estimate the momentum transfer 

cross sections and the agitation (random) energies of electrons 

in the liquid state. This information gives us not only the spread 

of electrons drifting under an electric field in liquids, but also 

the understanding of the mixing effect as mentioned above. The- 
refore, we also tried to measure the diffusion coefficients of 

electrons in liquid argon [26, 57] and liquid xenon [57]. 

In this section, these results are shown and some relevant 

considerations are made. 
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4.1— Electron drift velocities 

As mentioned above, we measured the variations of electron 
drift velocities by admixing various kinds of molecular gases 
(200 to 5000 ppm) into liquid argon [23]. These results are 
shown in Figure 7 as well as the variation of the electron drift 
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Fig. 7— Variation of the drift velocity of electrons in liquid argon, liquid 

argon-nitrogen, - methane and- ethylene mixtures as a function of the 

electric field. 
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velocity for pure liquid argon as a function of electric field. 

As seen from the figure, in the liquid argon-nitrogen mixture, 

no significant change in the electron drift velocity was obser- 
ved, while in liquid argon-methane and -ethylene mixtures, a 
considerable increase was observed. The degree of the increase 

in the electron drift velocity, however, is not so large as 
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expected directly from the analogy with the mixing effect in 

the gaseous ‘state. This fact is due to the lack of the Ramsauer- 

-Townsend effect in liquid argon as shown in the next section. 

Here, it should be noted that admixing of molecular gases into 

liquid rare gases results in a considerable reduction of pulse 

height. This is attributed to attachment of drifting electrons to 

electronegative gases included in the mixing molecular gas or 

in the rare gas itself. In applications of mixtures of liquid rare 

gases and molecular gases to detector media, great care must 

be taken regarding this problem. 

Figure 8 shows the variations of the electron drift velocities 

in liquid xenon and liquid argon with the electric field for a wide 

range, as well as in gaseous argon and xenon with densities 

corresponding to the liquid state. These curves are drawn on the 

basis of the data recently obtained by several investiga- 

tors [54, 55, 56]. From the figure, it is clear that the electron 

drift velocity in liquid is larger than that in gas over the whole 

region. In particular, the difference is remarkable in xenon. From 

the view-point of radiation detectors it should also be noted that 

liquid xenon is suitable as detector medium of drift chambers, 

because the electron drift velocity in liquid xenon is almost 

constant for electric fields higher than 3 kV/cm. 

4.2 — Diffusion coefficient of electrons 

The group of electrons produced by the ionizing radiation 

in liquid rare gas gradually spreads during drifting along the 

lines of electric force by the diffusion process. The process. is 

determined by the agitation velocity of electrons V,, (« <«>%, 

<e> being the agitation energy) and the momentum transfer 

cross section of electrons o in the liquid. If the spread of the 

electron group (« (Dt)% =(Dd/pE)*% « (D/n)“%, where D is 

the diffusion coeffiecient, d the drift distance, ,» the mobility 

and E the electric field strength) in the liquid is measured as a 

function of the electric field, we can get the agitation energy 

of electrons from Einstein’s relation eD/p = kT = 2<e>/3. 

If we know the electron drift velocity or the electron mobility 

in the liquid, we can also get the diffusion coefficient of electrons 

by using that relation. Figure 9(a) and 9(b) show the variation 
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of < «> in liquid argon and liquid xenon with the electric field 

strength obtained from measurements of the spread of electrons 

as mentioned above [26, 57]. For comparison with the agitation 

energy of electrons in gas, the curve for argon or xenon gas 
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Fig. 10 — Field dependence of the diffusion coefficients of electrons. 

with the same density as in the liquid state is also shown in 

each figure. As seen from the figures, the values of <e> of 

electrons in liquid argon is several times lower than in gaseous 

argon, while those in liquid xenon is a few to ten times larger 

than in gaseous. xenon. 

Figure 10 shows the variation of diffusion coefficients of 

electrons in liquid argon and liquid xenon with the electric field 
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strength, which was. obtained from the data of Fig. 9 (a) and (b). 

The diffusion coefficients in liquid argon are 10 to 20 cm?/sec 

for the electric field of 2 to 11 kV/cm and clearly smaller than 

those (17 to 37 cm?/sec) in gaseous argon with the same density 

as in the liquid state. This shows that liquid argon is superior 

to high pressurized gaseous argon as a detector medium for 
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Fig. 11— Variation of the momentum transfer cross section as a function 

of <e> in liquid argon and xenon. The solid line shows the result for gaseous 

argon and the dashed line the result obtained by Lekner’s theory. 

position sensitive cetectors. On the other hand, the diffusion 

coefficients. in liquid xenon are several times larger than those 

in liquid argon. This means that the diffusion coefficient in liquid 

xenon is larger than that in gaseous xenon with the same density 

as in the liquid state, because the diffusion coefficient in 

gaseous xenon is smaller than in gaseous argon. Nevertheless, 

the diffusion coefficient in liquid xenon is still fifty times smaller 
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than that in xenon gas at one atmosphere and small enough to 

make negligible the fluctuation of the center of gravity of the 

electron cloud distribution, less than 1 »m for the drift distance 
of 2 mm. 

From the agitation energy <«> of electrons and the electron 

drift velocity w or electron mobility ,», we can estimate 

the momentum transfer cross section by using the simple 

formula o, = eE/Nw (2m <«>)”%, derived from the relation 

w = eEA/m < v >, where N is the atomic density, e and m are the 

charge and mass of the electron, respectively, \ is the mean free 

path and < v > is the average agitation velocity of the electrons. 

Figure 11 shows the variation of the momentum transfer cross 

sections of electrons in liquid argon and liquid xenon with the 

electric field strength, which was obtained from the above for- 

mula using the data shown in Fig. 9 (a) and (b). For comparison, 

the variation of the cross section with the electric field in gaseous 

argon with the same density as that of liquid argon is also 

shown by the solid line in the figure. This figure clearly shows 

the lack of the Ramsauer-Townsend minimum in liquid argon 

and liquid xenon as predicted by Lekner [58], compared with 

the curve for gaseous argon. 

5 — SCINTILLATION 

The scintillations in liquid rare gases due to ionizing radia- 

tions were studied by Northrop and Gursky [59], about twenty 

years ago. After that, however, such scintillations have been 

scarcely used in the field of nuclear experiments. Although it is 

sure that its application is not so easy as implied by Northrop 

and Gursky, the decay time of the scintillations from liquid rare 

gases such as liquid argon or xenon is very fast [64-68], aind 

so they are useful as triggering pulses in the case of fast 

counting. Recently, furthermore, we found the so called 
proportional scintillation in liquid xenon [27, 28], which is the 

same phenomenon as that in rare gases. This finding will open 

the way to applications wider than that at the present. In this 

section, we describe some results on the direct scintillation 

and the proportional scintillation obtained in our experiments. 
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5.1 — Direct scintillation 

Excited atoms R* produced by ionizing radiation form exci- 

ted molecules R* through collision with other atoms on the 

ground state and ultraviolet photons are emmited in transitions 

from the lowest excited molecular state of R* to the dissocia- 

tive ground state. On the other hand, ionized atoms R+ produced 

by ionizing radiation also form excited molecules through the 
following processes: i) Rt + R — Rt, ii) RG +e—>R** +R, 

iii) R** — R* and iv) R* + R — R* and then the excited 

molecules also give rise to ultraviolet photons. We call this type 

of scintillation «recombination scintillation». The mean wave 

lengths of these photons are 1300 A for liquid argon, 1500 A 

for liquid krypton and 1750 A for liquid xenon, respectively. 

The intensity ratio of scintillation from excited atoms to 

recombination scintillation will be given as N,,/N, if there is no 

radiationless transition process of the excited molecular state 

to the dissociative ground state, which does not seem to be 

theoretically probable for low temperatures as in liquid argon or 

liquid xenon. To justify such a theoretical consideration, we 

measured the variations of the scintillation intensities in liquid 

argon and liquid xenon as a function of electric field using inter- 

nal conversion electrons from *’Bi. The results are shown in 

Figure 12 [60]. From this figure, it is clear that the scintillation 

intensity decreases with increase of the applied electric field, but 

even under electric fields higher than 10 kV/cm the scintillation 

intensities remain 32 % of that without the electric field for liquid 

argon and 26 % for liquid xenon. These values are larger than the 
theoretical values of 17 % for liquid argon and 5.7 % for liquid 

xenon, which are estimated from N,,/N,; + N,,. This discrepancy 

may be explained by taking into consideration the existence of 

recombination free electrons as mentioned in section 3. Namely, 

the recombination rate between recombination free electrons and 

ions is very slow and as the result, we can not observe the 

scintillation produced from such a recombination by the fast 

pulse techniques, which are widely used in the field of nuclear 

experiments. So, assuming that the recombination free electrons 

do not contribute to the scintillation, we can estimate the reduc- 

tion factor of scintillation light to be 31 % for liquid argon and 

Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 9-48, 1981 35 

  

 



T. DokE — Liquid argon, krypton and xenon as radiation detector media 

18 % for liquid xenon, using the fractions of recombination free 

electrons obtained by the analysis on the basis of Onsager’s 

theory [50]. These values roughly agree with the experimental 
ones, 
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Fig. 12— Variation of the relative luminescence intensity L and collected 

charge Q in liquid argon and liquid xenon with the applied electric field 

strength for 1 MeV electrons. 

If the effect of recombination free electrons on the scintilla- 

tion intensity in liquid rare gases is clear for fast electrons, it 

is considered that the scintillation yield per unit absorbed energy 

due to fast electrons may be smaller than that due to alpha-parti- 

cles, which produce comparatively higher specific ionizations along 

the track where recombination efficiently occurs. To make sure 

of the matter, we tried to measure the dE/dx dependence of the 

scintillation yield in liquid argon using several kinds of ionizing 

particles [61, 62]. Figure 13 shows the results obtained. The data 

in the figure are normalized to the scintillation yield due te 

alpha-particles and show that the scintillation yield due to fast 

electrons is about 15% lower than that due to alpha-particles. 

However, we could not observe the reduction of one-third in 

the scintillation yield due to alpha-particles. By using fission 

fragments from **Cf, on the other hand, we found a great 

reduction of the scintilation yield in the high specific ioni- 

zation region [61]. To compare with Nal (Tl) crystals, the 
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variation of the scintillation yield with the energy loss rate 

of the incident particle for those scintillators [63] is also 

shown by a solid curve in the same figure. As seen from 
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Fig. 13 — Scintillation yield per unit absorbed energy dL/dE as a function 
of the specific ionization dE/dx in liquid argon. Solid curve shows the 
dE/dx-dependence of scintillation yield in Nal(T1) crystals. Scintillation yields 
in the figure are normalized to that due to alpha-particles. For dashed 

curves (1) and (2), see the text. 

this figure, it seems that the experimental data naturally fit 
to the curve (1), like that for Nal (T1) crystals, rather than 
to the curve (2), which is comparatively flat compared with 
curve (1). The peak seen in curve (1) may be explained by 
considering the effect of recombination free electrons in the 
low specific ionization region and the quenching effect in the 
high specific ionization region; and by the same considerations, 
the question why the scintillation yield due to fast electrons 
is only 15% lower than that due to alpha-particles may be 
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solved. To justify such a consideration, at present, we are plan- 

ning to measure the scintillation yields due to protons of several 

tens MeV and other heavy ions. 

Apart from the theoretical view point as mentioned above, 

let us compare the dE/dx-dependence of the scintillation yield 

in liquid argon with that in Nal (T1) crystals. As a whole, the 

curve of scintillation yield versus dE/dx for liquid argon is 

comparatively flat compared with the curve for Nal (T1) crystals. 
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Fig. 14— Geometrical arrangements of the apparatus for liquid argon and 

xenon (a), and for NalI(T1) crystal detector (b) used in the measurements 

for Table 5. 

In particular, the reduction of scintillation yield due to fission 

fragments in Nal (T1) crystals is remarkable compared with 

that in liquid argon. This means that the quenching effect in 

the high specific ionization region in liquid argon is smaller than 

that in Nal (T1) crystals. 
For comparison of the scintillation yield in liquid argon 

with that in Nal (T1) crystals, let us try to estimate the rela- 
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tive light yields from the widths of the pulse height distribu- 

tions of scintillations from liquid argon, liquid xenon and Nal 

(T1) crystals. The apparatus used for observation of scintillation 

from liquid rare gases is shown in Figure 14 as well as one 

used for the Nal (T1) detector. As seen from the figure, we 

used sodium salicylate film, whose conversion efficiency to 

visible photons is nearly constant over a wide range of wave 

lengths, coated on the surface of a Pyrex glass window as wave 

lenght shifter. The resolution (fwhm) of scintillation light due 

to alpha-particles expressed in % for liquid argon and liquid 

xenon are shown in Table 5 as well as that of 1 MeV gamma- 

TABLE 5— Comparison of the energy resolution and the light yield for liquid 

argon or liquid xenon scintillation counters and Nal (T1) detectors. 

  

  

  

Energy resolution Energy resolution F a 

Scintillator (fwhm) for 6 MeV (fwhm) for 1 MeV mae Foe 
alpha-particles electrons wg 

Liguid Ar 10.3 + 0.5% (25.2%) (*) | 1.08 * pein (#8) 

Liquid Xe 91+ 05% (22.3 %) (*) 1.37 +244 as) 
— 0.67 

Nal (T1) | 60% 1.00     
  

(*) These values were estimated from the energy resolutions for 6 MeV alpha-particles. 

(**) These errors arise from the uncertainties of light reduction factors in the light guide 

and conversion efficiencies of sodium salicylate used in the measurement. 

-rays in the Nal (T1) detector. From these values, the relative 

photon intensity ratio for argon and xenon, Sx,./S,, is estima- 
ted to be 1.27, assuming that the resolution is proportional to 

the square root of the number of emitted photons. This value 

is in fairly good agreement with the theoretical one estimated 

from N,,/N; and W;,, (*). Also, the last column in the table shows 
the relative scintillation yields of liquid argon and liquid xenon, 

S W,..,..(1+N_/N.) 
(*) Namely, Xe i. liqAr ex i’ Xe = 139 

Sar Wiigxe ( 1+ ae / N; ) Ar 
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when the scintillation yield of NaI (T1) crystal is assumed to 
be unity. In this estimation, also, we assumed that the fraction 

of photons incident upon the surface of sodium salicylate to the 

total number of photons is 0.42, the conversion efficiency of 

sodium salicylate to visible photons is 0.5 + 0.2 and the reduc- 

tion factor of light in the light guide is 0.5 + 0.2. These results 

show that the relative scintillation yields per unit absorbed 

energy for liquid argon and liquid xenon are comparable to that 

of Nal (T1) crytals. 

TABLE 6—7,, 7, and A,/A, for scintillations from liquid argon, krypton 

and xenon, excited by fast electrons and alpha particles. 

  

  

ar reas Electric 
Liquid Excitation field 7, T. A,/A, 

(Temperature) (Ref. n.°) (kV jem) (ns) (ns) 

Liquid Ar (94K) e(Ref. 64) 6 5.0 860 7.8 
» eC »-.) 0 6.3 1020 13.5 
» e(Ref. 67) 0 2.4 1100 14.6 

(90-100K) e(Ref. 68) 0 4.6 1540 

» » aes» Vth) 0 4.4 1100 

Liquid Kr (120K) e(Ref. 64) 4 21 80 0.9 

» eC?) 0 2.0 91 0.4 

» e(Ref. 67) 0 2.0 85 0.49 

Liquid Xe (179K) e(Ref. 64) 4 2.2 27° | 06 
» eC). 0 34 

» a{Ref. 67) 0 3.0 22 25 

» a(Ref. 66) 0 4.0 27           
  

The counting rate capability of scintillation counters is limited 

by the decay time of the scintillation. The scintillation from 

liquid rare gases has two decay components of a few nano- 

-seconds and a few microseconds, which correspond to the life 

times of the singlet state and the triplet state of the excited 

molecule, respectively. Table 6 shows both decay time cons- 

tants 7, and 7, for scintillations from liquid argon, liquid krypton 

and liquid xenon, excited by fast electrons or alpha-particles, 

and the ratio between both amplitudes when the decay is expres- 
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sed by A, exp (—t/z,) + A, exp (—t/7.) [64-68]. The time 

constants quoted in the table show small variations for the 

various measurements. However, the difference in 7, in liquid 

xenon excited by fast electrons and alpha-particles is caused 

by recombination between electrons and ions. In the case of 

electron excitation, the time required for recombination 7, is 

longer than 7, and comparable to 7, in liquid xenon. So, if a 

high electric field is applied, the component due to recombina- 

tion does not appear. For the alpha-particle excitation, such a 

slow component does not appear because the recombination 

rapidly occurs due to the high density of electron-ion pairs 

produced by this particle. On the other hand, in liquid argon, 

this phenomenon is not seen because 7, is shorter than 7, 

even for the electron excitation. 
Recently, Kubota et al. [67] observed a decrease in the 

decay times for the slow component with an addition of Xe 

(>lppm), N. (~2 %) or CO, (~1%) in liquid argon excited by 

fast electrons. Such a mixing effect is promissing for application 

to scintillation counters with fast time response. 

The scintillation yields in liquid argon and liquid xenon are 

comparable to those in Nal (Tl) crystals and the dE/dx-depen- 

dence of the scintillation yield is smaller. Also, these liquid 

scintillators have a faster time response than Nal (T1) detectors. 

However, a considerable percentage of the photons emitted in 

the scintillators is absorbed by surrounding materials, because 

there are no good reflectors for ultraviolet photons. At present, 

therefore, we can not achieve a good energy resolution by liquid 

rare gas scintillators. If a wave length shifter that can be doped 

into liquid rare gases without any quenching effect is found 

the above difficulty may be overcome. 

5.2 — Proportional scintillation 

In the gas scintillation proportional counter «photon-multiplica- 

tion» occurs along the path of a drifting electron in the region of 

high electric field around the center wire. This is called «pro- 

portional scintillation», because the intensity is proportional to 

the number of electrons initially produced by ionizing radiation. 

In liquid rare gases, we found that such a proportional scintilla- 
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tion occurs only in liquid xenon. The photons in the propor- 

tional scintillation are emitted from deexcitation of excited 

molecules to the dissociative ground state, as in the direct 

scintillation. The proportional scintillation is produced only in 

the region very close to the surface of the center wire. There- 

fore, the rise time of the scintillation is comparable to or slightly 

longer than that of the direct scintillation, if the range of an incident 

particle is negligibly small. Accordingly, a counting rate of 10° 

counts/sec will be achievable in proportional scintillation as in 

direct scintillation. These properties show that the proportional 

scintillation counter is suitable as a position sensitive detector 

with fast time response as well as a proportional counter. If 

the gain of photon-multiplication is sufficient, furthermore, it is 

expected that in principle a good energy resolution for gamma- 

-rays, as determined only by the Fano factor, is achievable as 

in gas proportional scintillation counters for X-ray detection [69]. 

This means that by the use of the proportional scintillation, 

a liquid xenon gamma-ray spectrometer with a high energy 

resolution, which is not affected by the electronic noise of the 

preamplifier, can be developed. 

From the same point of view, we measured the light gain 

versus the voltage applied to the center wire for liquid xenon 

proportional scintillation counters with different center wires 

of 4, 6, 8.5, 10, 11 and 20 »m in diameter [28]. The results are 

shown in Figure 15 as well as the curves of charge gain. From 

the analysis of these results, we found that the increase in the 

photon gain with the applied voltage in liquid xenon is appro- 

ximately explained by assuming the linear relation between 

the photon gain and the electric field strength as in gaseous 

xenon; and the threshold field strength for production of photons 

in liquid xenon (4—7 X 10° V/cm) is nearly equal to the value 

calculated by considering liquid xenon as gaseous xenon of 

520 atm. Also, the number of photons emitted by one electron 

in the proportional scintillation process was estimated to be 

about five for a 20 »m wire at the applied voltage of 5 kV. This 

means that if a center wire of 50 »m in diameter is used in a 
proportional counter and 12 kV is applied the photon gain per 

one electron is expected to be about 30 [70]. This value is large 

enough to make the electronic noise effect negligible. 
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6 — POSSIBILITIES OF APPLICATION TO NUCLEAR 
RADIATION DETECTORS 

Some possibilities of application of liquid rare gases to 

nuclear radiation detectors have already been described in each 

section. Here, they are summarized as a whole and some ideas 

for developing liquid rare gases detectors are presented. Liquid 

rare gases can be used as detector media in the following four 

detector modes as in gaseous detectors; i) ionization mode, 

ii) scintillation mode, iii) proportional scintillation mode and 

iv) proportional ionization mode. In the modes, i) and iii) they 

will be used as energy spectrometers with good energy resolu- 

tion or as position sensitive detectors with good position reso- 

lution for minimum ionizing particles or gama-rays. Mode 

ii) will correspond to fast counters or detectors for heavy ion's. In 

the mode iv) they will be used only as position sensitive detec- 

tors, because its signals are useful only for timing. 

Now, let us consider in detail the possibilities of application 

to nuclear radiation detectors of liquid argon and liquid xenon. 

In liquid argon, the photon- and electron-multiplications do 

not occur as mentioned before, and so, liquid argon can be used 

only as detector medium in the ionization and _ scintillation 

modes. Nevertheless, it is expected to be a good detector medium 

in large size detectors, such as calorimeters for energy measu- 

rement of high energy gamma-rays or high energy electrons and 

time projection chambers for neutrino detection, because of its 

cheapness and the easiness of its treatment. Recently, the possi- 

bility of «photo-ionization detectors» in liquid phase was 

suggested by Policarpo [70]. The most practical medium for this 

type of detector is liquid argon doped by a small amount (~ seve- 

ral ten ppm) of organic compounds with low ionization potential. 

Such a liquid photo-ionization detector (LPID) is expected to have 

a large detection efficiency over a wide wavelength range of ultra- 

violet photons and a better position resolution than gaseous PID. 

On the other hand, it is not so easy to construct a large 

size liquid xenon detector as compared with liquid argon, 

because of its high cost and its high sensitivity to impurities. 

However, liquid xenon is suitable as detector medium for 

gamma-ray detectors, because of its high atomic number and 
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its high atomic density. As a gamma-ray spectrometer with 

good energy resolution, a gridded ionization chamber or a pro- 

portional scintillation chamber filled with liquid xenon may be 

used. Also, liquid xenon is suitable as detector medium in the 

drift chamber, because the drift velocity of electrons in liquid 

xenon is almost constant for electric fields higher than 3 kV/cm. 

If a liquid xenon proportional scintillation chamber is used with a 

liquid xenon PID, we can use the detector system as a position 

sensitive detector as well as an energy spectrometer for gamma- 

-rays. Furthermore, it is possible to construct a kind of time pro- 

jection chamber for gamma-rays by combining drift chambers and 

gridded ionization techniques. 

Finally, we would like to suggest a new type liquid rare 

gas detector, which uses both signals of ionization and scintill- 

ation. Considerable part of the scintillation from liquid rare 

gases arises form recombination between electrons and ions. 

In particular, this is remarkable for heavy ions. On the other 

hand, only a small amount of charge produced by a heavy ion 

is observable. Thus, the scintillation signal and charge signal 

are complementary for heavy charged particles and it is cons- 

idered that some linear combination of scintillation signal and 

charge signal will be proportional to the energy of the particle. 

Such a detector will be useful as a total absorption detector for 

high energy heavy ions. Also, the ratio of the scintillation signal 

to the charge signal depends on the kind of particle. Therefore, 

such a technique may be used for particle identification of 

heavy ions. 
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ABSTRACT —Two estimates for the variance o2(I) of repeatedly 

measured integrated intensities I are given, one based on the sample variance 

the other one based on Poisson statistics, The weighted mean of both is taken 

as the final estimate of o? (I). The ratio of this final estimate to the «sample 

variance» of symmetry dependent intensities plotted once against I and once 

against sin #/x and alternatively a x2-test can help to detect systematic 

errors inherent in the intensities or errors of the final estimates of o? (I) 

1 — INTRODUCTION 

Weighting, in least squares procedures, can considerably 

influence the refined parameters. Given a set of observations x; 
to be compared with calculated values x,,, the function to be 
minimized is [1] 

Q=3(%\— ky)’ of? (1) 

o? is the variance of x;. Its reciprocal o;* is called the weight of 
the observation ‘x;: Repeated observations x, of the same quantity 
under equal conditions have the same variance o?. Therefore 
in (1) they can be replaced by their mean with the variance of 

the mean o?/n if n values x; are observations of the same quan- 

tity [2]. This can be understood without applying the rules of 

(*) On leave from Institut fiir Kristallographie, T. H. Aachen, Germany. 
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statistics by simply considering the normal equations to be derived 
from (1) [3]. The problem is how to determine the variances os 

Undoubtedly the processes of generating and diffracting 
X-rays or neutrons obey Poisson statistics so that the variance 
of an integrated intensity I is known in principle [4]. In practice, 
however, sample variances s’(I), which in statistics serve as 
estimates for the population variances o* (I), often are consi- 
derably larger than o}(I) of Poisson distributions [5] [6] (*). 
McCandlish, Stout & Andrews [6] describe a procedure by which, 
through the use of somewhat modified sample variances derived 
from repeatedly-measured standard intensities, two correction terms 

are added to the variance obtained from the Poisson distribution. 
Abrahams [7] emphasizes the experiment as the best proof for 
any error estimation. He gives a list of some presumed error 
sources and proposes to estimate the contribution of each indi- 

vidual error source to the total error if it is not accessible either 
to experiment or to theory, as for example intensity drift of 

the primary beam or statistical variances are. On the other side 

Hamilton [8] (p. 148) strictly gives preference to theoretical 

variances over sample variances at least for small samples just 

as Schulz & Schwarz [9] practise. 

In electron density work the reliability of the variances o? (I) 

(or their estimates) seems to be as important as the reliability 

of the integrated intensities I themselves. The variances o?(I) in 

least squares refinements besides their action through weights 

via the goodness of fit parameters serve as an indicator if either 

the model is inadequate or the data are burdened by some hidden 

errors or if both situations occur. In Fourier methods reliable 

estimates. of o? (I) are indispensable to decide whether the experi- 

mentally determined electron densities are significant or not. 

Regarding the «instability constant» [6] it must be noticed 

that in X-ray diffraction the strongest reflections are low order 

reflections and these contain most of the information on bonding 

electrons. If therefore the deformation of the atoms or ions caused 

by bonding effects are not taken into account the differences 
A = |Io4; — Ica, | naturally will be larger for strong reflections than 

(*) Schulz in his expression for the variance of the corrected intensity 

already took into account a term representing the uncertainty of the scaling 

parameter deduced from control or standard reflections. 
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for weak ones. Furthermore strong reflections are most affected 

by extinction and counting losses through dead time of the 

counting devices. The correction of these effects introduces 

additional errors whose magnitudes must be estimated and taken 

into account. 

If, however, the estimation of o? (I) through sample variances 

reveals a linear dependence of o*(I) upon I? this error can be 

kept small using small crystals or weaker primary intensities. Some 

other error sources which preferably affect strong reflections like 

weakening filters or movable £ - filters can be easily avoided. 

In this paper it is assumed that all intensities have been 

corrected for time drifts according to McCandlish et al. [6] if 

this turned out to be necessary. The variances o}., are thought of 

to have the form of, = o, + og where oj is the variance derived 

from Poisson statistics and o% is the variance which takes into 

account the uncertainty of the scale parameter. 

In the following two estimates of the intensity variances shall 

be given, the first one based on sample variances according to (8), 

the second one derived from Poisson variances. The weighted 

mean of both shall be taken as the final estimate of o? (I). 

2— CONFIDENCE LIMITS AND WEIGHTS 

Suppose (with close reference to Hamilton [8] (p. 40)) that'm 

samples each with n, observations all having the same population 

mean » led to m means x, with variances o*(x;,). Then it is 

reasonable to take the weighted mean x: 

x= 
i I

M
B
 

; Ww; X; (2) 

w, = 0?) / 3 0-* &) 3) 

In w;, the quantity o (X), considered as a confidence limit, 

guarantees a certain probability P, for the interval (x,—o (x), x; 
+ o (x))) to include the population mean ,». For normally distri- 

buted observations this probability has the value P, = 0.682689. 
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Therefore it is proposed to replace the o &)) in (3) by confidence 
limits s,, for the probability Pg if the o (x;) are unknown : 

Sg = ta, 1s, fn (4) 

t.(@) = fractile ee point) of Student’s t-distribution for 
the probability « = 1— Pg, and the degree of freedom v, s; = sample 
variance of the j-th sample. Table I gives the fractiles t_(). 

TABLE I—Fractiles of Student’s t-distribution for the two-tailed probability 
a=1— Py ‘ P. = 0.682689 (*). » is the number of degrees of freedom. 

  

  

v t ©) v t v tO) 

1 1.837 7 1.077 13 1.040 
2 1.321 8 1.067 14 1.037 
3 1.197 9 1.059 15 1.034 
4 1.142 10 1.053 20 1.026 
5 1.111 11 1.048 25 1.020 
6 1.091 12 1.043 30 1.017 

  

(*) Pg, is the value of the integral taken over the Gaussian density func- 

tion from —o to + o, » = 0. The integration was carried out by the quadrature 
method of Gauss once with 24 and once with 26 grid points for the integration 
from 0 to o. Both results (with 24 and with 26 grid points) agreed to within the 

10th digit after the decimal point. The fractiles were obtained by integration of 

Student’s t-distribution function again using the quadrature method of Gauss 

with 26 grid points. The limits of integration were varied until the value of 

the integral deviated less than 4.10—° from P,, = 0.6826894921. That last limit 

of integration was taken as t ©). 

3—TWO ESTIMATES OF o? (1;) 

Suppose the integrated intensity of the j-th reflection 

repeatedly has been measured n; times yielding the integrated 

intensities I, and variances of =o} + o,: The weighted mean 
ji 

a, 

. (5) 
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is taken as the integrated intensity of that reflection. Here the 

weights w; have the form 

| 
W; = op? /% op’ (6) 

ji k jk 

3.1— Estimate of o*(1,) through the sample variance 

According to (4) the first estimate of o?(1,) takes the form 

si, = tf (nj—1) sj / 0, (7) 

with « =1—Pg and 

n. 
J ue 

8} = (nj —1)* 3 w, (pT)? (8) 

with w, as defined in (6). 
The variance of s; is derived in Appendix A. With that result 

the variance of Si, is 

n 

of(84) = th (mj—1) 2(mj—1)7/(8 Gt) 

a, is the (unknown) variance of I;;. If in (9) oj, is replaced by o};, 
and if the definition (12) is used, o* (sj) takes the form 

op( Si) = t)(nj;— 1) 2(¢n,—1)-* of (1) (10) 

3.2 — Estimate of o?(1,) through Poisson statistics 

For m repeatedly measured reference reflections, the weighted 

means according to (5) and (6) and the quantities s? (eq. (8)) 

j=1, ... m are taken. The variances of I; derived from (5) are 

n, 
te J 

(1) = 5 Wi oj (11) 
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Here oj; is replaced by o},,. This leads to 

Dn. 
J 

o2 (1;) = Cs opi) (12) 

Now the ratios v, are taken 

Vv, = 8%, /03(1) (13) 

Their weighted mean is 

v= be al Ct ST’ (Vx) (14) 

with si(v,) as derived in Appendix B. - 
Then as the second estimate of o?(1;) for each repeatedly 

measured intensity the quantity s’/* is taken: 

s'?? =v o3(1,) (15) 
J 

4—THE FINAL ESTIMATE OF o?(1I,) 

The final estimate of o°(1,) is 

s’* (Ij) = (op? (si) 8;, + 87° (8) 8?) /(op* (Si) + s¢*(8’”)) (16) 

with o5(sj,) as defined in (10) and with si (s’/*) as derived in 
Appendix C. 

An estimate of the variance of s’?(I;) is 

a?(e* (1) = Ca, 79g) + 5? Co") (17) 

If for some j-th reflection there exists only one single 
measurement I; its variance is estimated as 

s?(1,) = V oF, (18) 

An estimate of the variance of s’?(I,) is 

s*(s” (Ii)) = sf (V) o,, (19) 

with s?(v) as defined in (C6). 
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Often I; is corrected by some factor c, (e. g. absorption): 
i= et. In the following s’” (J;) must then be replaced by the 
appropriate estimate of 0° (c;I;). 

5— SYMMETRY DEPENDENT INTENSITIES 

For symmetry dependent intensities 1; j=1,..np the 
weighted mean is taken: 

T=3- 1 (20) 
J 

with weights 

wi=s'*(1) / % s’-*(1,) (21) 

An estimate of the variance of I deduced from (20) is 

n 
— D = 

(I) = (3 s-*(1))-4 (22) 

and this should be taken as the estimate of 0? (1). The estimated 
variance s’*(I) can be compared with the weighted scatter of : 

n 
D she 

s*(1) =(np—1)— ¥ w,(,—I)? (23) 

The ratios of si(1) = t? (ng —1)s?(1) to s’2(T) plotted once 
against I and once against sin #/A may help to reveal systematic 
dependences if they exist. Alternatively a y - test according to van 
der Waerden ([1] p. 222) can be applied. This will be done in a 
paper which is in preparation. 

A considerable part of this work was done at the Institut 
fiir Kristallographie der T. H. Aiachen. The author, therefore, is 
deeply indebted to Prof. Th. Hahn. Thanks are due to Prof. Alte 
da Veiga who gave the opportunity to complete this work. The 
grant of a research and teaching fellowship by Deutscher Akade- 
mischer Austauschdienst is highly appreciated. 
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APPENDIX A 

The variance of the quantity sé (8) is to be derived. For that 
purpose the intensities I,,, with constant j, are assumed to be 
normally and independently distributed with variances o;, and all 
with the same (population) mean ». Then the weights w, instead 
of (6) have the form 

n 
j 

Wi = oj" / > oR (Al) 

Correspondingly the variances of I, ; instead of (12) are 

n. 
— J 

o* (1) = (3 07") * (A2) 

Now the quantity 

C= (nj; —1) of. 0% C1) (A3) 

shall be shown to be ,?—distributed with (n;—1) degrees of 

freedom. For that purpose according to van der Waerden [1], 

(p. 111) I, is replaced by 

X= Cji—e) / oy; (A4) 

x, is normally distributed with mean zero and unit variance. Equa- 

tion (8) can be rewritten as 

n 

s? = (n,—1)-} [3 win—(2 wil » | (A5) 
ij j ; iv ji 7 i iv ji 

or, taking (A4) into account, 

n “ _ 3 
s?=(n,—1)- [= Wi (04, X; + 1)? —(o? (];) = og?x, + »)?| (A6) si 74 

This leads to 

ie n; n, 

§=o(E)(n—1)t [swig y] aD 
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The quantity in square brackets in (A7) is identical with ,? 

defined by (A3). Now the transformation 

n. 
J 

¥.=% wi? x, (A8) 

is considered. The sum of the squares of its coefficients is equal 

to unity. Therefore this equation can replace the first row of the 

linear equations in van der Waerden ([1], p. 112) or the last row 

of the corresponding equations in Martin ([10], p. 59), and the 

conclusions drawn in these works concerning x? as defined there 

apply also to ,? defined in (A3). Therefore y? (A3) assumes a 

x’?- distribution with (n,—1) degrees of freedom and the variance 

of s; is 

o? (s?) = 2(n,—1)- of (I) (A9) 

APPENDIX B 

The variance o*(v;) with v, as defined in (13) according to 

Hamilton ([8] p. 32) is given by 

o? (V,) = 0 (8%) (op? (1,)) +op* (1,) o* (8%) +88, 07 (op? (I; )) (B1) 

Here it is assumed that sj, and op? (1, ) are statistically inde- 

pendent. o*(sj,) is estimated thioleh (10). 0 (op? (I, )) is found 

using a formula again given by Hamilton ([8], p. 32): 

o? (op? (1,)) =o" (o5(1;)) / 0 (1;) (B2) 

To find an estimate of o*(o}(1,)) the weighted mean of oj. 

as defined in (6) is considered 

yy 
; ae 

opj— = W 
1 

een ee (B3) 
i Pi 
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op; is an estimate of the variance of the observations I; for cons- 
tant j. Therefore an estimate of the variance of 4 is ‘of f n, which 
is identical with (12): 

o3(1;) = 05 / 0, (B4) 

Now o},, (B3) being the weighted mean of ob an estimate of 
its variance ds given by 

n. 
J 

Ss? (op) = (n;—1)™* & w, (03 —o3, )# (B5) J 

With (B4) this leads to an estimate of 03 (I, )): 

s*( 05 (T;)) = s*(03,) / n® (B6) 

Now an estimate of o°(v;) (Bl) can be given. First in (B2) 
o (0 (J; )) is replaced by (B6). s* (0% (1,)) (B6) according to (4) 
is multiplied by t (nj—t). sj, in the last term of (Bl) according 
to (13) is replaced. by Vj op CT, ) Then the estimate of o* (v;) is 

s?(v,) =? (n;—1) [ (os) nt ont (1) 

(2t§ (nj—1)/(n,—1) + v;) + 2t? (nj—1)/ (nj—1) | (B7) 

with S* (op,) as defined in (B5) and oj (1) as defined in (12). 

APPENDIX C 

The variance o*(s/’*) according to Hamilton ([8], p. 32) has 

the form 

o° (8) = 68 (v) o*(080,)) toh (,)o(V) +¥ 02(03(T)) (Cl) 

Here v and 0% (I, ) are considered to be statistically indepen- 

dent. An estimate of o? (03 (i, )) is given through (B6). For o?(v) 
two estimates can be derived: 
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1. vas defined in (14) has the variance 

(Vv) => wo"(v,) (C2) 
J 

with 

w= 872) / 3 88%) (C3) 

In (C2) o?(v;) is replaced by s/(v;,) (B7) yielding 

o(V) = (3 so? (v,))—? (C4) 

2. An alternative estimate of o?(v) is the weighted scatter of V; 

s?(v) =(m—1) & wj(v,—v)? (C5) 

with weights as defined in (C3). As the final estimate of o?(V) 

the maximum 

s?(v) = Max (o?(v); t8(m—1)s*(v)) (C6) 

shall be taken. Finally the estimate of o*(s/’*) (C1) to be used 

in (16) is 

i ak _2 

s? (sf?) = t? (nj— 1) s*(o},) nj? [s7(v) + ¥ | 

+ of (TSR (ED 

REFERENCES 

[1] VAN DER WAERDEN, B. L. (1965). Mathematische Statistik. Berlin: Springer. 

[2] CRUICKSHANK, D. W. J. (1965). Computing Methods in Crystallography, 

edited by J. S. Rollett, pp. 99-106. Oxford: Pergamon Press. 

[3] RoLLetT, J. S. (1970). Crystallographic computing, edited by F. R. Ahmed, 

pp. 167-181. 

[4] ScHutz, H. & Huser, P. H. (1971). Acta Cryst. A27, 536-539. 

[5] ScHuwz, H. (1971). Acta Cryst. A27, 540-544. 

Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 49-60, 1981 59



[6] 

[7] 
[8] 

[9] 
[10] 

60 

W. GONSCHOREK — Sample, expected and estimated intensity variances 

McCaNDLISH, L. E., Stout, G. H. & ANDREWS, L. C. (1975). Acta Cryst. 
A31, 245-249, 
ABRAHAMS, S. C. (1969). Acta Cryst. A25, 165-173. 
HAMILTON, C. H. (1964). Statistics in Physical Science. New York: Ronald 
Press. 

SCHULZ, H. & ScHwarz, K. H. (1978). Acta Cryst. A34, 999-1005. 
MaRrTIN, B. R,. (1971). Statistics for Physicists, London: Academic Press. 

Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 49-60, 1981



THE THERMAL AND MAGNETIC PROPERTIES OF SOME RARE 

EARTH —Pd; PHASES OF THE AuCus STRUCTURE 

J. M. MACHADO DA SILVA * 
Clarendon Laboratory, Parks Road, Oxford OX13PU U.K. 

W. E. GARDNER 

Materials Physics Division, AERE, Harwell, Oxon, U. K. 

I. R. Harris 
Department of Physical Metallurgy and Science of Materials, Birmingham 

University, Birmingham B15 2TT, UK. 

(Received 30 June 1981) 

Abstract— Heat capacity and magnetization measurements have been made 

on LaPd,, PrPd,, TbPd, and ErPd,. Values of y = 0.33 + 0.02 mJ/(K2. g atom) 

and ©, =171+1 K were found for LaPd,. In the other phases specific 

heat contributions from both magnetic ordering and crystal field levels were 

observed: T, = 0.6 K and E(T;)—E(T,;) =4 K for PrPd,; Ty = 3.7 K-and 

E(T,)—E(1T,) = 8 K for TbPd,; Ty < 0.22 K and E(r, ®))—E(I,)=2K 
for ErPd,. 

Saturation moments at 1.2 K and in effective fields of 37 kOe of 0.97, 

6.60 and 7.52 My were observed for PrPd,, TbPd, and ErPd, respectively. 

The results have been analysed using a crystal field Hamiltonian and compared 

with the predictions of a simple point-charge model. 

1 — INTRODUCTION 

Rare earth metals form intermetallic compounds of the AuCu; 

type (Ll,) wii Al, Pd, In, Sn, Pt, Tl and Pb [1]. The magnetic 

properties of several of these compounds [2], [3], [4] have been 

reported and it is noticeable that, for a given rare earth atom, 

the ordering temperature is about an order of magnitude smaller 

(*) Now at Centro de Fisica da Universidade do Porto (INIC), Faculdade 

de Ciéncias, 4000 Porto, Portugal. 
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for the palladium-based phases. Thus these phases offer the 

opportunity to examine the properties of the rare earth atoms 

in environments where the crystal field interaction predominates 

over the exchange interaction. Both heat capacity and magnetic 

measurements can lead to estimates of the crystal field and 

exchange interactions. 

2 — EXPERIMENTAL 

The details of sample preparation have been given previously 

by Gardner et al [2]. The magnetic measurements have been made 

using a Sartorius electronic microbalance and a superconducting 

solenoid with gradient coils [5] in fields up to 42 kOe and at 

temperatures between 1 and 50 K. Heat capacity measurements 

have been made using the technique and equipment described 

previously [6]. 

3 — THEORY 

3.1. Heat Capacity 

For a metallic lattice with 4 atoms / unit cell the heat 

capacity / g molecule at low temperature is given by 

Cy = 7776 (T/oy)*+4yT J mole-* K- (1) 

where 0, is the Debye temperature and y the coefficient of the 
electronic heat capacity of 1 g atom [7]. 

Although the 4f electron is not localized in CePd, [2] the 

magnetic evidence suggests that the 4f electrons are localized 

in the succeeding phases of the rare earth series. All the other 
rare earth ions, including europium, are trivalent in the RPd; 

phases and the 4f" free ion ground level is split in these AuCu; 

intermetallic phases by the cubic crystalline field from the 

neighbours. These splittings can be calculated by solving the 

crystal field Hamiltonian. 

The crystal field Hamiltonian can be written in many equiva- 

lent forms using various related parameters. For a rare earth 
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ion in a cubic crystalline field we have chosen to express the 

Hamiltonian in angular momentum operators with respect to a 

polar axis of quantization z, which can have 2 —(< 110> direc- 

tion), 3 —-(<111> direction) or 4-(<100> direction) fold 

symmetry : 

SE —B,( 0° + 5 Of) + B, (O02 — 21 04) (2) 

where 

B=A, <> p)\ Bes Ae ety (3) 

i.e. 

FO = Bgl > PC OL+ SOG Ags B > (Ol 2105)... 

where the O™ are Stevens operator equivalents, and 8 and y are 

Stevens multiplicative factors [8], [9]. 

The quantities A, <r* > and A, < r° > are the crystal field 

parameters which determine the magnitude of the splittings and 

the matrix elements. 

These parameters can be regarded as empirical ones or 

calculed from a point charge model. For the RPd; phases the 

simple point charge model can be evaluated in terms of the unit 

cell dimension a and charges Z, on the 12 nearest-neighbors Pd 

atoms at a distance a /Y2 and Z, on the 6 R-neighbors at dis- 

tance a. The appropriate relations are [10] (hereafter denoted 

by LLW) 

B, = (7/16) (e?/a°) (2V2 Z,-Z.) <rt> Bp (5) 

Be = (3/64) (e2/a’) (26V2 Z,- Za) Sy (6) 

LLW use the two alternative paramenters W , which is the energy 

scale factor, and x, which measures the relative size of the 

fourth-and sixth-degree terms, where 

B, F(44)=W x (7) 

B. F(6) = W (1-|x]) (8) 
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F(4) and F(6) are numerical factors introduced for convenient 

pictorial representation and tabulated by LLW. 

LLW have essentially diagonalized eq. (4) for all values of 

x and all J and have reported the energies of the crystal field 

states and their wave functions. (The energies are, of course, 

independent of the choice of axis of quantization but the wave 

functions are not). Thus if the energies of these states are mea- 

sured, x and W may be obtained from LLW and the fourth and 

sixth-degree terms from equations (7) and (8). 

Now the energies of such states can be determined from 

heat capacity measurements since an additional contribution 

—the ‘so-called Schottky anomaly—occurs from changes in 

their population with temperature. In order to resolve this con- 

tribution the heat capacity of the lattice has to be removed and 

frequently this proves troublesome. However if the Schottky 

anomaly occurs at low temperatures the errors involved are 

considerably reduced. This additional contribution to the heat 

capacity from N rare earth ions at temperature T thermally 

populating (n + 1) states of energy E; (K) and degeneracy g, [7] 

is given by 

1 

Cy/R=Z-"} 3g, (E/T)? exp CE/T) - 
i (9) 

-2>[ 3g G/T exp (E/T) J") 
1=>0 

where E, is assumed to be zero and the partition function Z is 

given by 

Z = 3 g; exp (-E/T) (10) 
1=0 

The additional entropy associated with the removal of the degen- 

eracy of the entire ground level is 

A S/R =I1n (> g,)—In Bo 
1=0 

Frequently the separation of the states is such that it is 

very instructive to begin the interpretation of the results by con- 
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sidering the contribution form a two state system. Equation (9) 

then reduces to 

Cy/R = (E,/T)’ (8,/8,) exp (E,/T) 

[1 + (8./g:) exp (E,/T)]~? 
(11) 

Since the most obvious feature of a Schottky anomaly is 

its maximum value we would like to draw attention to the fre- 

quently neglected use that can be made of this feature, namely 

that from it E, and g,/g, can be deduced immediately. Thus the 

maximum value (C,,) of eq (11) does not depend on E, but is a 
simple function of g:/g, [11] and is given by the relations 

C,/R=4 (2: 720) exp CE, / ded) 

(exp CE, / Ti) Cp 1.80) 1" 
(12) 

E,/T,, = 2 [exp (E,/T,) + (81/80) ] 
(13) 

[exp (E,/T,,) — (8:/8)]* 

C,,/R and E,/T,, are plotted as a function of g,/g, in figure 1. 
However if splitting of the states by the crystal field is 

small the interpretation is less straightforward and some initial 
consideration of the order of the states predicted by theory pro- 
vides useful guidance. 

In the phases where exchange interaction is small the ener- 

gies can be determined from equation (4) but in many instances 

the effects of exchange are important and allowance has to be 

made for them in the Hamiltonian. Therefore let us consider the 

extra term needed in the Hamiltonian when there is both an 

applied magnetic field and exchange interaction. 

3.2. The effects of a magnetic field 

Assume that only the lowest level of the multiplet is signif- 
icantly populated (this is a reasonable assumption for all the 
phases except SmPd, and EuPd,) and that the exchange interac- 
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0.5 = 25 

0.4 4 2.4 

0.3 4 2.3 

0.2 4 2.2 

0.1 42.1 

I i     
  

  

1.0 2.0 ea g1/Jo 

Fig. 1 — Maximum heat capacity/g atom of a two-level system of ions (—) 

and ratio of the energy separation of the levels (E,) and the temperature of 

the maximum (Tm) (——) as a function of the ratio of the degeneracies of 

the two levels. 

tion acts only on the spin-component of J. Then the extra term 

in the Hamiltonian can be written 

A, = ty [CH +H)» 2 S+H,. L] (14) 
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where H., is the exchange field and H, is the aplied field i.e. 
the external field corrected for the demagnetizing field. Since 

the crystal field and magnetic interactions are small compared 

to the spint-orbit interaction Z% can be rewritten 

HA, = pel $H+20(8-1)/8] Hx }=ongs-H (15) 
where g is the Landé factor. Thus the exchange interaction need 

not be treated separately but can be simply added to the 

applied field. 
In order to diagonalize the Hamiltonian modified by this 

additional term it is simplest if the magnetic field is assumed 

to be along the axis of quantization. Using equations (2) — (4), 

solutions can be obtained for the three major symmetry direc- 

tions. However for a polycrystalline sample all orientations of 

H with respect to the crystal axes have to be evaluated and an 

average obtained. This is not necessary in. order to determine 

the magnetic susceptibility (y,,) since this is a scalar quantity 
in a crystal with cubic symmetry and therefore a calculation 

along any of the crystal axes is sufficient to determine it. 

However the magnetization does depend on direction and a full 

calculation is necessary. Since this involves excessive computing 

time we have been forced to approximate and we have only 

made calculations in the three principal symmetry directions 

and obtained an estimate of the polycrystalline magnetization 

(M,) from their weighted average: 

M, = (1/26) [6M<100>+8M<1l1>+12M<110>] (16) 

In order to make a comparison with the experimental results 

we assume some values for the crystal field parameters (or x 

and W) and the magnetic field and diagonalize the Hamiltonian 

in the 3 principal directions to obtain the energy states and 

wave functions. Use is then made of these to calculate the heat 

capacity, entropy, magnetization and susceptibility. Expressions 

for the heat capacity and entropy have been given above. The 

expressions used to determine the magnetization and suscepti- 

bility are 

M,=N > u@) exp [— E/T] / & exp [— E/T] (17) 
23-+4 +1 
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X,=N » {[W.@2/T]—2 W.iy} 
23+1 (18) 

exp [— W,(i)] /% exp [W.(i)/T] 
2+1 

E(i) = W.(i) + Wii) Hz + W.(i) H2 

W.G) = < ¥;|8 4a Iz| i> 

W.(i) = pay YolEee Jz\¥i >? [E,—E,)-* 

In order to interpret magnetization data it is useful to con- 

sider the limiting values of these expressions. At T=0 K only 

the ground state is populated, and, neglecting exchange interac- 

tion and the temperature-independent contributions from the 

excited states, its magnetic properties are 

Psat = <Ts|8 ep Jz|Ts > (19) 

wer = 32|<T,| Emp dei ty > g,* (20) 

where the ‘largest’ wave function is chosen for T, and the summa- 
tion for pis over all the g, states composing the ground state. 

Simply by using the known degeneracy of the crystal field 

states and equations (19) and (20) it can be shown [12] that the 

following relations hold for jie: 

ise =V9 ice if TI, (or T;) is the lowest state; (21) 

en =Y 3 Hes if T, (or T,) is the lowest state; @2) 

V¥ 3/2 fh AE Bhan V3 gat & T's is the lowest state, (23) 

When T>> crystal field splittings, equation (18) becomes 

Curie’s law 

Xm = BIT + 1)/3T= weg /3T (24) 

Therefore in the absence of exchange the susceptibility obeys 

Curie’s law at high temperatures i. 1/ Z is a linear function 
of T but departures from the straight line occur as T > 0, as the 

value of p44 changes. In the case of non-magnetic ground states 
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the value of 1/x,, becomes constant as T—0, this constant 

value being determined by the temperature independent contri- 

butions from the excited states (see eq. (18)). In the rare earth 

compounds, where the overall crystal field splittings are ~ 200 K, a 

plot of 1/ %,, as a function of T which only includes data taken 

over a small temperature interval can be misleading since it 

frequently appears linear with a positive or negative intercept. 

This intercept is often taken as an indication of the presence 

of an exchange interaction. However from the above discussion 

it is clear that it may simply be associated with temperature 

dependent effects due to the crystal field. 

The effects of exchange interaction can be taken into account 

using the molecular field approximation, 

H,, =A’M (25) 

It is simple to show that when M is linear in H, [13] 

HM Xin = Xe Ae De (26) 

where x,, is given by equation (18). Thus the effect of the 

exchange interaction on the magnetic susceptibility is to increase 

(or decrease) 1/y,, by an amount independent of temperature 

above the ordering temperature. If y,, satisfies eq (24) we obtain 

the Curie-Weiss law 

Xobs = Bese / 3 (T — 9) (27) 

where 

9 = (2/3) [(§—1)/8]) Bete (28) 

At low temperatures M is no longer linear in H, but shows 
signs of saturation. This behaviour can be calculated using 

equations (16) and (17), but some simple comments are helpful. 

For an isolated crystal field state the saturation moment is seen, 

from equations (21), (22) and (23), to be independent of the 

direction of H relative to the crystal axes except for I's. In the 

case of [, the maximum value depends on direction and varies 

considerably with the wave-fuctions. For illustration consider 
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Er’+ [14]*; the saturation moment in the three principal directions 
is given in table 5 (page 84) for the three r, states, for a fourth- 
-degree field only. It will be noticed that the maximum value occurs 
in either the <100> or the <111> direction in agreement with 
the predictions of Trammel [15]. Trammel has shown that if 
only fourth-order fields are present the easy axis depends on 
the sign of the anisotropy and can be in either the <100> or 
<111> direction. Sixth- order fields have to be present if the 
<110> is the easy direction. 

In phases where crystal state splittings are small it is impor- 
tant to consider the mixing of the crytal field states by a 
magnetic field. For example separation of the first excited state 
in ErPd; is only 2 K from the ground state and energy changes 
of this magnitude are readily achieved in rare earth phases 
since a field of 10‘ Oe lowers the energy of a state of magnetic 
moment 1 py, by 0.675 K. Thus it is possible to have not only 
strong mixing produced between the states but also actual cross- 
ing-over of states. Bleaney [13] in his pioneer paper in this 
area produced quantitative results for some simple situations 
such as T = 0 K and field mixing of only the two lowest states. 
He showed that the maximum possible moment at T=0 K 
for the mixed state with H in the z direction is given by 

Psat (MAX) = (74) Fug ha + b + [(a-b)? + 4c7] 4} (29) 

where a = <dolJz]¥. > b= <|JIz| eu. > »o= <i lJzle.>. 

As an example, equation (29) is very useful in considering 

the maximum effect of an excited state on a non-magnetic 

ground state. 

Finally although we have not made measurements of heat 
capacity in an applied field the results obtained in zero field 
are affected by the exchange field. This will produce a large 
magnetic contribution to the heat capacity at the ordering tem- 

perature which will take the typical 4 — form. 

(*) Many of the results of this paper given in their table 2 need correc- 

ting as a spectroscopic stability check will indicate. 
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The additional heat capacity is associated with a change in 

separation and loss of degeneracy in the crystal field states. 

The detailed behaviour depends on the approximation used for 

describing the exchange interaction and will not be calculated 

in this paper. However if the ground state has a degeneracy g 

there will be an associated entropy change 

aAS/R=In g, (30) 

4—HEAT CAPACITY RESULTS * 

4.1. LaPd; 

The heat capacity of a 9.454 g sample of LaPd,; (MW = 458.1) 

was measured from 1.6 to 6.9 K and the results are given in 

figure 2 where C,/RT is plotted versus T*. It can be seen imme- 

  CyIRT T T T T 

(0K) A 

= b 

  yf 4 A 4. 

10 20 30 40 T7(K?) 
  

  

Fig. 2— Heat capacity/g molecule of LaPd,: o—this investigation; 

A— Hutchens et al. [4] 

(*) A previous account of the heat capacity results has been published 

in [16], [17]. 
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diately that the data are described by equation (1) with 

y =0.33 + 0.02 mJ/(K?. g atom) and 6, = 171 +1 K. Hutchens 
et al [18] have also measured the heat capacity of a LaPd, 

sample, and their data are also plotted in figure 2. The agreement 

between the two sets of data is rather poor although there is coin- 

cidence at about 2 K. It is physically impossible to describe the 

data of Hutchens et al [4] by equation (1) since such a fit for 

the lowest temperature results would lead to a negative value 

for y. Hutchens et al [4] overcome this difficulty by the intro- 

duction into the specific heat of a contribution from a postulated 

conduction electron spin fluctuation interaction [19]. The possi- 

bility of such a contribution will be considered in the discussion 

of the results. 

4.2. PrPd, 

The heat capacity of a 17.975 g sample of PrPd, (MW = 460.1) 
has been measured from 0.35 to 10.7 K and the results * are given 
in figure 3, together with the heat capacity of LaPd;. There are 
three obvious features: (i) a A — type maximum with C,/R~ 0.7 
at 0.6 K which suggests the occurrence of magnetic ordering, 
(ii) a broad maximum at 2 K with C,/R~0.3 which is a 
Schottky anomaly from the two 4f electrons of Pr*+, (iii) the 

crossing of the heat capacity curves of LaPd, and PrPd, at about 

9 K which indicates a larger Debye temperature for the latter. 

In order to calculate the observed behaviour we have first to 

consider the crystal field states of Pr*+. The ab initio point 

charge model predicts a predominant fourth-degree field (table 1) 

and the energies of the 4 states involved are given in table 2a, 

column 3. Note firstly that the ground state is a triplet state I; 

with a doublet sate ©; at 51 K. If such a configuration existed 

in PrPd, it would produce a Schottky anomaly with a maximum 
of C,/K of 0.3 at ~ 22 K (see figure 1) i.e. outside the range 

of the present measurements. Instead the observed behaviour 
suggests that the separation of the two lowest states is ~ 5 K, 

rather than 51 K, and that the threefold degeneracy of the I; 

(*) In order to plot the results for PrPd, a correction was required since 

the magnetic measurements (Section 5.1) showed that the sample only con- 

tained 22.0£0.5% Pr. 
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TABLE 1 

a <r <> * w AgSr> | A, <tt> 
(A) (a.u.)* (a.u.)* (K) (K) (K) 

Pr 4.129 2.822 15.726 -0.983 -1.81 -40.5 -0.40 

Tb 4.068 1.419 5.688 -0.992 0.162 -21.9 -0.16 

Er 4.045 1.126 3.978 0.935 -0.051 -17.9 -0.12 

Yb 4.027 0.960 3.104 -0.909 ~1.64 -15.6 -0.09 

Nd 4.118 2.401 12.396 0.952 0.6407 -34.9 -0.32 

Dy 4.061 1.322 5.102 -0.972 -0.0753 -20.6 -0.15 
Ho 4.054 1.224* 4.540* 0.9429 0.0406 -19.2 -0.13 

Tm 4,039 1.043* 3.541* | -0.9735 0.1721 -17.1 -0.11 

  

* Jnterpolated values. 

TABLE 2 (a)— The energies of the crystal field states of Pr3+ derived from 

the ground level *H, 

  

  

  

Calculated Energy (K) Schemes 

State Degeneracy @ (ii) ip 

Point Best n ible fit 

charge model experimental fit itil 

Ts 3 0 0 1.52 
Be 2 51 5.0 0 

Tr, 3 71 100 4.02 
Tr, 1 98 (233) 12.54           

state is removed at 0.6 K. However it is possible to fit the peak 

value at 0.6 K with a Schottky contribution assuming a 2-fold 
degenerate ground state and 3-fold level at 1.50 K (see figure 1). 
However using eq. (9) and the energy levels of column 5 
table 2a it can be seen (figure 3) that the overall contribution 
between 0.6 and 3 K is much too large when a fit to the broad 
maximum at 2 K is also attempted. Thus the \ — type maximum 
is undoubtedly associated with a magnetic transition in which 
the degeneracy of the ground state is removed. 

This broad interpretation is unaffected by estimates of the 
lattice and electronic specific heats but in order to obtain a 
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  C\/R T T T T T T T T T 

0.6 

0.5 

0.4 

0.3 

0,2 

oO.       

  

Fig. 3— Heat capacity/g molecule of PrPd, as a function of temperature: o 

experimental results; ---- theoretical curve for energy scheme (ii) of 

table 2a; — — LaPd,. 

detailed fit above 4 K these terms must be considered. If we 
ignored their contribution entirely a second excited state 
at ~ 60 K would fit the observed value at 10.5 K which therefore 
sets a lower limit on the energy of this sate. Now the lattice 
and the electronic contributions are represented by equation (1) 
and we anticipated that since the two compounds LaPd, and 
PrPd; have similar metallic lattices and, probably, similar melt- 

ing points, the lattice (from the Lindemann equation) and 

conduction electron terms of PrPd,; would be very similar to 

those of LaPd; (given in 4.1). The results above 9 K (figure 3) 

show that this is clearly untrue and we have assumed instead 

that although the electronic contribution is unchanged and given 

by equation (1) the lattice contribution is halved. The specific 

heat at 10.5 K can now be fitted with a second excited state 

~ 100 K. The calculated curve which gives the best experimental 

fit to the overall data is shown in figure 3. It is derived from 

equation (9) using the energy levels of column 4, table 2a. The 

fit is sensitive to the choice of energy of IT; and acceptable fits 

are obtained for Tr; =50+0.5 K, IT,=100+10 K. When 
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T, = 5.5 K the theoretical curve slightly exceeds the experimental 

points above about 3 K. Our choice of 5.0 K permits the possi- 

bility of a short range contribution up to about 9 K. In fact 

the error in T,; (+ 0.5 K) mainly lies in trying to estimate this 

contribution whereas the error in Pr, (+ 10 K) lies in the assump- 

tion made about the lattice specific heat. Further light on the 

interpretation can be made by considering the entropy variation 

up to 10.7 K. The observed entropy variation between 0.35 and 

10.7 K is S/R = 1.142:+ 0.020. 

The calculated entropy variation associated with the best 

theoretical fit is 0.523 + 0.010. The difference represents the 

magnetic contribution above 0.35 K. In order to calculate the 

total magnetic contribution it is necessary to estimate the entropy 

change below 0.35 K. The temperature dependence of the heat 

capacity is unknown but the entropy at 0.35 K is 0.139 for a T® 

dependence and 0.415 for a T dependence. We will take 0.27 + 0.1 

as a reasonable estimate and threfore the total entropy change 

associated with the magnetic ordering up to 11 K is 0.89 + 0.1. 

This magnetic entropy is significantly smaller than In 3 (1.099) 

even though the temperature interval considered should have 

included most of the contribution from short range ordering 

above the ordering temperature [20]. This discrepancy could be 

explained if the praseodymium content was 16.5% intead of 

22% but this difference far exceeds experimental error. We 

believe that the discrepancy occurs because the magnetic ordering 

commencing at 0.6 K is incomplete. The lack of entropy does 

not indicate, as discussed above, that the anomaly is a non- 

-magnetic one. 

The energy values deduced above to fit the specific heat 
data can be used to determine the fourth and sixth degree terms. 

An examination of the diagram of energy states (figure 4 (a) 

LLW) for Pr*+ shows that Tf; and [; cross at x ~ — 0.74. The 

observed energy values show that x has to be less than but 

close to this value. In fact knowing the energy (and degenera- 

cies) of the first two excited states with respect to the ground 

state, W and x (or A, <r*> and A, <r*>, or Z, and Z,) can 

be determined immediately from the solution of two simple 

simultaneous equations. The results are given in table 2b. It 

can be seen that the simple point charge model estimate of 
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TABLE 2 (b) — The parameters associated with the crystal field states of Pr3+ 

  

  

Ag <i> A,< r> 

x v «) «) na as 

(i) -0.983 -1.81 -40.5 -0.40 0 3 
(ii) -0.747 -4,20 -71,1 -13.8 -2.92 -2.99 

(iii) -0.645 -0.145 -2.12 -0.66 -0.147 -0.259         
  

both crystal field terms was low and that in particular the sixth 
degree term is large and significant in PrPd,, being about 20 % 
of the fourth degree term. The values obtained for Z, and Z, 
do not appear to have a simple explanation. In conclusion, this 

analysis of the heat capacity results of PrPd, has produced the 

crystal field parameters A, <r+> = — 71+10 K and A, <r*> 
=-—14+2 K, where the errors correspond to the limit of 
acceptable fits. The errors are primarily associated with the 
uncertainty in the lattice contribution and if the data had been 
taken to 20 K the above errors would have been reduced con- 
siderably, and become comparable to those obtained using neu- 
tron scattering techniques [21]. Thus we are able to refute the 
conclusion [21] that «only direct spectroscopic measurements 
can yield parameters of sufficient accuracy to be of any use in 
evaluating models for the microscopic origins of crystal fields 
in metals». In fact the proper conclusion is that the determina- 
tion of crystal field parameters of sufficient accuracy depends 
on whether the energy levels that are affecting the observations 
are associated with a wide or narrow range of crystal field 
values. It seems evident that, since the variation of the energy 
levels of the various rare earths as a function of the two crystal 
field parameters is somewhat complicated, broad sweeping con- 
clusions of the above kind are always liable to be wrong. 

4.3. TbPd; 

The heat capacity of a 5.207 g sample of TbPd,; (MW = 478.1) 

has been measured from 2.1 to 8.6 K and the results (*) are given in 

(*) The alloy composition was checked using standard chemical tech- 

niques and agreed (+ 0.48%) with the nominal composition. 
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figure 4 where C,/R is plotted versus temperature. The results 

have been plotted on two scales, which differ by a factor of 10, 

in order to show the features fully. The heat capacity shows a 

typical \-anomaly with a maximum value of C,/R of ~ 7.0 at 
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Fig. 4— Heat capacity/g molecule of TbPd, as a function of temperature. 

The dashed curves in the figure (except that of LaPd,) represent theoretical 

fits; — -— a T® curve fitted at 2.5K; --- 0,8,60 + lattice heat capacity of 

LaPd,; — — — 0,8,33 + lattice heat capacity deduced for PrPd,; —— - —— the 

heat capacity of LaPd,. The ordering temperature is 3.75K 

a temperature of 3.75 K indicating that magnetic ordering occurs 

at this temperature. In addition, the heat capacity up to 8.6 K 

is always greater than that of LaPd,; (figure 4) indicating either 

that above 3.75 K there is a continuing contribution from the 

magnetic interaction or that there is a crystal field contribution 

also occurring. If the latter situation applies to TbPd, then, unlike 

PrPd,, where the magnetic and Schottky anomalies were almost 

resolved, in TbPd, there is considerable overlap. Despite this 
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greater complexity a consideration of the entropy as a function 
of temperature, the heat capacity above the A-point and the 
predictions of the point charge model lead to a reasonable inter- 
pretation of the data. 

As a consequence of experimental difficulties during the 
measurement of TbPd;, the heat capacity results commence at 

2.1 K and thus an estimate of the entropy below this tempe- 
rature is necessary. This has been obtained by assuming no 
further anomalies occur below the ,-point and that the heat 

capacity below 2.5 obeys a T* law. We believe that the error 
involved in these assumptions is small and is A (S/R) ~ + 0.05. 

The calculated entropy at the ordering temperature (3.75 K) 
is 1.10 + 0.10 and the values obtained between 4 and 9 K are 
given in table 3a. It is immediately evident that the entropy 
at the ordering temperature is close to In 3 (1.099) and at 9 K 
lies between In 4 (1.386) and In 5 (1.609). 

We have not attempted to fit the heat capacity data below 
the A-point but have considered its behaviour between 4.5 K 

and 8.6 K. The ab initio point charge model (Z, = 0, Z. = 3) 
predicts, as in PrPd;, a predominant fourth degree term (table 1). 

The resulting energies of the 6 crystal field states obtained from 

the ‘F, ground level of Tb*+ are given in table 3b, column 5. 

The predicted ground state is the non-magnetic doublet 1, with 

a triplet sate T;“ at 1.9 K and a singlet state ©, at 7.9 K. The 

calculated heat capacity from such a configuration bears no 

resemblance either to the entropy or the heat capacity data 

above 4.5 K. We have therefore calculated the change in heat 

TABLE 3 (a) — The entropy S/R of TbPd, 

  

  

TK) Observed Observed —In2 (6) (ii) 

4 1.15 + 0.10 0.45 + 0.10 0.527 0.526 

5 1.28 0.58 0.645 0.644 

6 1.36 0.66 0.725 0.727 

7 1.42 0.73 0.782 0.787 

8 1.47 0.77 0.827 0.835 

9 1.50 0.81 0.866 0.874         
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TABLE 3 (b)—The energies of the crystal field states of Tb?+, 

ground level ‘F, 

  

  

  

      

| 

‘Stats | aguiiicsi ean ; Energy eae Energy 

| i | rk ae ey 

(i) | (ii) (iii) 

Ts 2 0 0 0 

T, 3 8 8 1.9 

Fr 1 60 | 33 79 
T;@ 3 _ (116) 27.5 

T, 3 _ (139) 32:9 

Bea 1 — (159) 37.6 
|     
  

capacity associated with these 3 states upon varying their 

separation and order. We find that the heat capacity results 

are sensitive both to the separation and order of the two lowest 

states and that, irrespective of any assumptions about the lattice 

specific heat, a good fit is possible only if the ground state is 

r, and the energy of 1; is 8.00.5 K. On the other hand, 

the calculated energy of the I. state does depend on the choice 

made for the lattice heat capacity. If we assume -that this is 

the same as LaPd, a good fit to experimental values is obtained 

(see figure 4) if the energy of 1. is 60 + 10 K, whereas if the 

lattice heat capacity adopted for PrPd, is assumed an equally 

good fit can be achieved (see figure 4) if the energy of I. is 

33°) 57K. 

_ The entropy values have also been calculated for these two 

cases and are given in table 3a. These values have to be 

compared with the observed values less the magnetic entropy 

associated with the Ir ground state (In 2) which are also given 

in table 3a. The agreement is good and in fact improves ‘when 

the separation of Tr, and T;“ is taken as 8.5 K. We think that, 

in spite of the assumptions necessary to compare calculation 

with experiment, the results show clearly that the ground state 

cannot be T;“, with short range order contributions above the 

ordering temperature, nor could we find a satisfactory configu- 

ration of states that would produce a reasonable fit with this 

ground state. Instead our analysis shows that the ground state 
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is T; and that if we ignore short range order effects above the 
ordering temperatures, then the first excited state is Tr,“ at 

8 K and that the second excited state [, lies at 33 K or 60 K 

(or perhaps an intermediate value) depending on the magnitude 

of the lattice heat capacity. These energy values deduced to 

fit the heat capacity data can be used to determine the fourth-and 

sixth-degree terms. An examination of the energy diagram for 

TbPd, (figure 6b in Lea, Leask and Wolf [10]) shows that the 

separation of Tr, and 1; only varies slightly between x = — 1 

and — 0.7 and that these states cross at x~ — 0.5, whereas the 

energy separation of I, and [, varies linearly with x. Consequently, 

we can fit a second excited state at ~ 33 K with a value of x close 

to — 1.0, whereas if I, is at 60 K a value of x ~ — 0.75 is required; 

the corresponding values of the crystal field parameters, W and Z, 

  

  

      

TABLE 3 (c) 

x WwW Arh Ae eS Zi Za 

(i) -0.75 0.582 -59.5 -18.0 -9.58 -18.95 

(ii) -0.99 0.682 -92.0 -0.84 -0.09 12.3 

(iii) -0.992 0.162 -21.9 -0.160 0 3         

(i) lattice heat capacity based on the LaPd, results, energy states 0,8,60. 

(ii) lattice heat capacity based on the PrPd, results, energy states 0,8,33. 

and Z, are given in table 3c. For energy scheme (ii) we allowed x to 

take the point charge value and the calculated value of W is roughly 

4 times greater than the point charge value. Energy scheme (i) 

involves a large sixth degree term and the values of A, <r‘> 

and A, <r*> are very similar to those obtained for PrPd, 

(table 2b). The two proposed energy schemes correspond to 

very different values of x namely x = — 0.99 and — 0.75. The 
corresponding crystal field paramenters, W and Z, and Z, are 
given in table 3c. Inelastic neutron scattering results on TbPd, [22] 

exhibit a transition peak at ~6 meV. This might well suggest 

that the energy of I, is indeed ~ 60 K. 
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Finally, the effects of the exchange energy on the crystal 

field states should be considered. The observed entropy at the 

ordering temperature is close to In 3 and our analysis has shown 

that this corresponds to the removal of the twofold degeneracy 

of the ©, state and the depopulation of the excited states below 

3.75 K. We have also obtained good agreement above 3.8 K 

by assuming that the short range ordering is small and this is 

perhaps not surprising since the magnetism of the I, ground state 

depends on the presence of an exchange field which, at least in 

the molecular field model disappears at the ordering tempera- 

ture. In order to determine the effect of an exchange field we 

have caculated energies of the crystal field states as a function 

of magnetic field and have found that the I; and 1; states 

do not cross for fields up to 200 kOe. Second order perturbation 

theory shows that [; magnetizes in second order because of the 

different mixing terms in the <100> direction, so that the state 

which mixes with IT; falls faster than the state mixing 

with ©,. However in the <111> direction the degeneracy of the 

T; state is not removed in second order and therefore it seems 

likely [15] that ordering will occur in the <100> direction. 

Thus TbPd, is an example of a system which orders in a non- 

-magnetic ground state by exchange induced mixing with higher 

states. 

4.4. ErPd, 

The heat capacity of a 1.700 g sample of ErPd, (MW = 486.46) 

has been measured from 0.2 to 0.9 K and the results are shown 
in figure 5 where C,/R is plotted as a function of temperature. 

Unfortunately, the experimental results are over a brief tem- 

perature interval and therefore the analysis we can carry out is 

somewhat restricted. However a Schottky anomaly with a 
maximum at about 0.75 K with C,/R ~ 0.74 is clearly visible 

and it is evident that magnetic ordering does not occur in ErPd, 
above 0.2 K. 

ErPd; is a system in which magnetic interactions are clearly 

unimportant and therefore we would anticipate good agreement 

between the observed data and calculations based on the crystal 

field energy states. Agreement should be particulary good below 
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1 K since there is an almost negligible contribution from the 
lattice and electronic terms. 

  C\/R T T T T T T T T T 
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Fig. 5— Heat capacity / g molecule of ErPd, as a function of temperature. 

The dashed curve is derived from equation (8) using g, /g, = 2 and E, = 2.0 K. 

In the case of Er*+ the ground level is ‘J,,,, and the ab 
initio point charge model predicts that this level will split into 5 

states with the degeneracies and energies given in table 4a. Thus 

the ground state is the magnetic doublet [, with the four-fold 

degenerate Ir; state at 0.7 K, and the two-fold degenerate state 

I, at 14.1 K. The specific heat data only gives information about 

the two lowest states. From figure 1 using g,/g, = 2 we anticipate 

that C,/R=0.76 and E,/T,, = 2.66. Since T,,= 0.75 K_ this 

corresponds to the I; state at 2.0 K. The calculated curve for 

this energy separation is shown in figure 5 and the agreement 

is reasonable. The extra specific heat below 0.4 K is probably 

82 Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 61-98, 1981



  

J. M. MacuHapo DA SILVA et al. — Thermal and magnetic properties of RPd, 

TABLE 4 (a)— The energies of the crystal field states of Er’+ 

  

  
  

          
  

State Degene- nce Calculated Energy 

racy ane (K) 

(i) (ii) (iii) | (iv) (v) 

Ty 2 0 0 0 0 | 0 0 

T,@) 4 2 0.7 2.0 2.0 20° 1 20 

T, 2 14.1 34.4 59.9 | 23.0 | 33.4 

Ts 4 17.8 44.7 129 nS. 43.0 

re 4 227 58.0 93.2 | 39.8 54.8 

ground level *S.5/2 x=0.935 W= - 0.051 K 

due to short range order effects suggesting that ordering occurs 

below 0.2 K. The observed specific heat at 0.7-0.9 K is somewhat 

lower than theory but the difference may well be experimental 

since the results obtained showed considerable scatter. Unfor- 

tunately the data are insufficient to enable us to determine the 

energy of the I; state. However the results clearly show that 

x ~ 0.85 since below this value the states Fr,“ and I cross [10]. 

Such a crossing’ has not occurred since the value of C,,/R would 

have been only 0.26 (see figure 1) for g:/g0 = 0.5. 

Since the separation of I and I, is 2.0 K for a given 

value of x between 1.0 and 0.85 the corresponding value of WwW 

can be calculated using the variation of energy of these states 

given by LLW. The corresponding values of A; <r*> and A, <r°> 

  

  

  

TABLE 4 (b) 

x | WwW | Age S Aga 1 > 

(i) * 0.935 | -0.051 ATS -0.12 

(ii) 0.935 -0.121 -42.5 -0.27 

(iii) 0.90 -0.190 | -64.2 -0.662 

(iv) 1.0 -0.072 27:2 0 

(v) 0.95 | -0.105 | -37.4 -0.182 
|     
  

* point charge model. 
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can then be determined from eqs (7) and (8). In table 4h 

these pairs of values are given for x = 1.0, 0.95, 0.935 and 0.90. 

The effect of decreasing x is to increase the separation of the 

higher levels and the total splitting changes from E = 40 K for 

x= 1.0 to E=93 K for x = 0.90. 

5 — MAGNETIZATION RESULTS 

5.1. PrPd; 

The magnetization of a 68.1 sphere of PrPd,; has been mea- 

sured from 1.2 to 50 K in magnetic fields varying from 2 to 

42 kOe. The inverse of the observed magnetic susceptibility as 

a function of temperature is shown in figure 6. The results lie 

on a curve which does not pass through the origin and suggest 

the presence of an antiferromagnetic interaction. 

The ground level of PrPd, is *H,. Specific heat measurements 

(4.2) have shown that crystal field effects are important, that 

the ground state is lr; and the first excited state is T, at 5.0 K 

and that PrPd, orders magnetically at 0.6 K. Using the crystal 

field parameters of table 2b line (ii) the magnetic suceptibility 

has been calculated using eq (18) and its inverse is shown as 

a function of temperature in figure 6. For comparison purposes 

the free ion behaviour of the ground level is also shown. The 

difference between the observed behaviour and calculated behav- 

iour is due to the exchange interaction present which should pro- 

duce a displacement independent of T (eq (2)). Such behaviour 

is not observed experimentally as shown in the plot (figure 6) 

TABLE 5— The saturation moment Cup) in the three principal directions for 

isolated [, states of Er’+ in a fourth-degree crystal field 

  

  

  

State <100 > <110> <1 

r,() 5.50 6.23 6.40 
T.2 4.78 4.92 4.96 
r,@) 5.67 5.13 4,84       
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Fig. 6— (i) The inverse magnetic susceptibility of PrPd, as a function of tem- 

perature: x observed results; —— free ion behaviour; — crystal field behaviour. 

(ii) The inverse magnetic susceptibility of PrPd,, Xops aS a function of the cal- 

culated value x7": observed results; —— slope for 25 % Pr®+ ions / mole. 
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of the inverse of the observed susceptibilty (,,,,)~? as a function 

of the inverse of the calculated susceptibility (,,,)~?: If the sam- 

ple contained 25 % of praseodymium the observed points would 

lie on the interrupted line instead of the line drawn through them. 

It is simple to show that the ratio of the slopes of these two 

lines gives the actual praseodymium content of the sample which 

is 22.0+0.5%. The specific heat results given in 4.2 were 

normalized to 25% using this value as are the subsequent 

magnetization results. In addition the value of X can be deduced 

from figure 6 using eq (26) and g=0.8; we find A =9.0 
g mole/emu. 

The magnetic moment/Pr atom, obtained after correcting the 

results for the diamagnetism of the matrix (-0.15 emu/g [2]), 

of PrPd, at 4.2 and 1.2 K is shown in figure 7 as a function of 

the applied magnetic field H,, ie the external field less the 

demagnetizing field. It can be seen that up to 42 kOe at both 

1.2 and 4.2 K the magnetic moment varies almost linearly with 

field, and shows none of the saturation behaviour that might 

have been anticipated. The theoretical behaviour of the magnet- 

ization calculated as indicated in 3.2 using the best fit crystal 

field parameters of table 2b is shown in figure 7 at 4.2 and 1.2 K 

for the three principal crystal directions and their average, derived 

from equation (16). The ground state of PrPd; is ©; which has a 

saturation moment of 2y, in isolation. In the <100> direction 

this is approximately true in PrPd, (see figure 7) since there is 

no mixing with the Tr, state. However the mixing in the other 

directions causes a significant dependence of the moment on 

direction above about ly,. This effect is unimportant in the 
analysis of our magnetization data since our results, summarised 

in table 6, are limited to moments less than this value. The 

discrepancy between the theoretical curves and the experimental 

results is due to the exchange field which can be evaluated from 

eq. (15). Using the molecular field approximation and eq (25), 

values of A of 10.00 and 11.6 g atom/emu at 4.2 and 1.2 K 

respectively have been deduced from the data in figure 7. These 

values are significantly greater than the value deduced from the 

susceptibility results and suggest that a breakdown of the molec- 

ular field approximation occurs as the ordering temperature of 

0.6 K is approached. If we use eq. (28) to determine 0 from these 

values of \ we obtain 0 ~ -5 K, so that © is an order of magnitude 
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Fig. 7— The magnetic moment /Pr atom (ug) of PrPd, as a function of 

applied field, H,: x (4.2K), 0 (1.2K). The calculated values of M,,. (——); 

M,i9 (-—~-); M,,, (---) and M, (—) at 4.2 K and 1.2 K are also shown. 
At 4.2 K M, (not represented) virtually coincides with M,,,. 

greater than the ordering temperature. It is possible to account 

for such a ratio using molecular field arguments. If the ordering 

was type 1, ie antiferromagnetic chains, the nearest neighbour 

interaction would be ~ 0.36 K and the nnn interaction ~ 0.13 K 

whereas if the ordering was type 3 ie ferromagnetic planes, both 

interactions would be ~ 0.21 K. Type 2 ordering is excluded. 

A previous sample of PrPd, [2] containing more than 25 % Pr, 

since its p.~_ above 50 K was greater than the free ion value, 
was observed to have a value of 6 = 0 K. This suggests that the 
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value of 0 for Pr-Pd alloys depends critically on the Praseody- 

mium content in the region of 25 % Pr. 

5.2. TbPd, 

The magnetization of a 16.3 mg sphere of TbPd, has been 

measured from 1.2 to 10 K in applied magnetic fields varying 

from 2 to 42 kOe. The inverse of the observed magnetic suscepti- 

bility obtained in an applied field of 2.3 kOe as a function of 

temperature is shown in figure 8. An antiferromagnetic transition 

clearly occurs at ~ 3.5 K in good agreement with the ordering 

observed at 3.75 K in the heat capacity results. This transition 

is more clearly marked than the shallow minimum observed pre- 

viously [2] in this temperature region but on a different sample. 

Since the Tb content of both samples is close to 25 % the magnetic 

behaviour below 4 K must be sensitive to the details of the 

preparation. The ground level of TbPd; is “Fy. Specific heat mea- 

surements have shown (section 4.3) that in addition to the exchange 

interaction which produces antiferromagnetism there is a crystal 

field present which splits the level into the states given in table 3b. 

Using the crystal field parameters of table 3c and eq. (18) the 

magnetic susceptibility as a function of temperature has been 

calculated. The calculated values of 1/y,, are greater than 1/,,,, 
between 1 and 10 K but a good fit can be achieved by using 

eq. (26). In figure 8 the theoretical curve for crystal field para- 

meters of table 3c line (ii) was displaced using g = 1.5 and A = 0.49 

g mole/emu; the equivalent high temperature 0 being 3.9 K. An 

equally good fit can be obtained from the crystal field parameters 

of table 3c line (i) with 4 =0.50 g mol/emu. Thus the large 

exchange displacement makes the observed values insensitive to 

the choice of crystal field parameters presented by the heat 

capacity analysis. 

The magnetic moment/Tb atom, obtained after correcting 

the results for the diamagnetism of the matrix, at 4.2 and 1.2 K 

is shown in figure 9 as a function of the applied magnetic field. 

Although the curves show that saturation occurs the magnetization 

is still rising slowly above 40 kOe. The magnetization at 1.2 K 

exceeds that of 4.2 K above a field of 5 kOe. The value of 6.2 p», 
at 40 kOe and 12 K lies well below the free ion value of 9 py, 
and clearly reveals the effect of the crystal field. 
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Fig. 8— The reciprocal of the molar susceptibility (x;1) of TbPd, as a func- 
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free ion Curie-Weiss relation, 96 =2 K. 
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5.3. ErPd, 

The magnetization of a 16.9 mg sphere of ErPd; has been 

measured at 4.2 and 1.2 K in effective fields up to 38 KOe and 

the results are shown in figure 10. 
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Fig. 10 ——The magnetic moment/Er atom as a function of effective field 

H,: X (4.2K); 0 (1.2K). The curves represent the Brillouin function for 

J=15/2, g=6/5, at 42K (——) and 12K (----); fi. = free ion, 

m.m. = mixed maximum (Bleaney [13]). 

The magnetic susceptibility of ErPd, closely follows Curie’s 

law from 4 to 300 K [2] with pu, close to the free ion value; 
the initial slope at 4.2 K for this sample agrees with this behav- 

iour but departure occurs at 1.2 K. For H,=38 kOe the 
magnetizations at 4.2 and 1.2 K fall well below the Brillouin 

values for the free ion. This behaviour suggests that exchange 

interaction effects are unimportant and the departures are asso- 

ciated with the crystal field. In section 4.4 the specific heat 
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results also showed that exchange interactions are weak and that 

any magnetic ordering occurs below 0.22 K. They also showed 

that the ground state is I, and that the first excited state Tr, 

is at 2.0 K. However no information was obtained about the 

energies of higher levels so that from the knowledge of the 

separation of IT, and 1°) it was only possible to calculate pairs 

of corresponding values of x and W (or A, <r‘> and A, <r*>) 

(table 4b). 

Since the overall separation increases as x decreases the 

magnetization in a given direction will take its maximum value 

for x = 1.0. In figure 10 only the calculated curves for x = 1.0 

and x = 0.90 are shown, since the other values produce inter- 

mediate curves. It is obvious that even the smallest energy sepa- 

ration of the higher levels corresponding to x = 1.0 does not 

produce a large enough magnetization at either 4.2 or 1.2 K for 

H, = 38 kOe. We cannot improve this fit by decreasing their 

separation further without lowering the energy separation of 

I, and T,® and hence spoiling the fit to the specific heat results. 

Thus it is apparent that the discrepancy is a real effect. In 

figs 11 and 12 the separate curves of x = 1.0 and 0.90 for the three 

major crystalline directions are shown and it can be seen that 

there is considerable anisotropy, with the value in the <100> 

direction exceeding that in the <111> direction by 50% at 

40 kOe. In addition the magnetization saturates most easily in 

the <100> direction but the change between 20 kOe and 40 kOe 

at 1.2 K for the harder directions is only ~ 0.4 pg, compared 

with an observed change ~ 0.8 p,. 

Thus the discrepancy between the theoretical curves and the 

experiment at 38 kOe could be associated with the method used 

to calculate M,. However, it cannot simply be attributed to the 

approximation adopted for M,, since the theoretical curve at 

4.2 K lies below the observed values at all fields whereas at 1.2 K 

it exceeds the observed values for fields less than 15 kOe and at 

both temperatures in fields over 20 kOe the observed values of 

M/H are greater than the calculated ones. This suggests that 

there may be effects due to crystalline field anisotropy and that 

the moments may not rotate freely at low temperatures, but 

may well prefer the <100> direction. 
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Fig. 11— Calculated values of M,,7 (~——); Mii9 (— -—); My, C----- ) 

and M, ( ) at 4.2K and 1.2K for ErPd,:x = 1.0, W= — 0.072.   

Thus the magnetization results on a polycrystalline sample 

are unable to determine the appropriate pair of crystalline field 

parameters from table 4b. Clearly measurements on a single 
crystal of ErPd; are required. 

6 — DISCUSSION 

The magnetic susceptibility measurements of Gardner et al [2] 

showed that the exchange interaction was unimportant in several 
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Fig. 12 — Calculated values of M,,. (-~——); M,,, (—-—); M,,, (----- ) 
and M, ( ) at 4.2 K and 1.2 K for ErPd,: x = 0.9, W = — 0.19.   

RPd; phases above | K and that the point charge model correctly 

predicted the ground state if the fourth order term was assumed 

predominant. Electrical resistivity measurements [23] confirmed 

the absence of magnetic order above 1 K in many of the phases 

but the suggestion that PrPd; and SmPd; magnetically ordered 

between 3 and 5 K is incorrect and associated with impurities, 

as suspected by these authors. 

Elliot and Hill [23] also considered the possible existence 

of a Kondo effect in LaPd; since they observed a weak minimum 

in the resistivity at about 4 K. They were inclined to associate 
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this with the effects of impurities but were unable to rule out 

the possibility that it might be induced by the Pd atoms. 

The magnetic susceptibility measurements [2] which show 

that LaPd, is a diamagnet clearly rule out this latter possibility 

and the weak minimum must therefore be associated with 

impurities (as is the observed rise in magnetic susceptibility at 

low temperatures). Thus instead of introducing the concept of 

spin fluctuations to account for the anomalous heat capacity 

behaviour of LaPd, observed by Hutchens et al [18] we would 

simply associate it with the presence of impurities. It is not 

difficult to obtain the small effects observed (Cy/R~ 10? at 5 K) 

from the presence of rare earth impurities since the specific heat of 

the magnetic RPd, phases is very much greater (Cy/R~ 0.5 at 5 K). 

Now simple point charge calculations have been successful, 

rather surprisingly, in predicting the crystal field parameters 

determined from neutron scattering measurements [21] in rare 

earth compounds. This success has been repeated by Nowik 

et al [24] in YbPd, using Mossbauer effect studies. Nowik et al [24] 

reproduced experimental observations of the dependence of the 

magnetic hyperfine field (and quadrupole interaction) of the 1”Yb 

nucleus with applied field. These authors used a crystal field 

calculation to determine the magnetic hyperfine field along three 

<100>, <110> and <1ll> crystalline symmetry axes as a 

function of applied field and, since the anisotropy was only ~ 10 %, 

averaged over these directions, instead of all orientations of 

applied field, to determine the crystal field parameters for their 

powder sample. A best fit was achieved using B,/B = — 12+ 

+1 cm and Bo/y = 0.6 + 0.6 cm™. 

Perhaps we should point out that this analysis is identical 

with the analysis for the magnetisation as a function of applied 

field and that the experimental observations are equivalent to 

the measurement of magnetization from 0 to 45 kOe at 4.2 

and 1.4 K. 

A simple point-charge model calculation (the details are 

described in section 3) using equations (3) and (4) with Z,= 0 

(a neutral Pd atom) and with Z, = 3 (an unscreened Yb** ion), 

produces [24] the values B,/8=— 10.7 cm™ and B,/y=0.065 cm~. 

The energy levels from the two determinations are given in 
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table 7. The agreement between the two sets of values is good, 
although in the light of our additional comparisons, it may well 
be fortuitous. 

TABLE 7— The energies of the crystal field states of Yb3+ 

  

  

      
  

Mossbauer Point-charge 

Calculated Calculated 
State Degeneracy 

Energy Energy 

(K) (K) 

Ty, 2 0 0 

Ts 4 42 32 
Te 2 56 52 

Ground level ?F, /2 

x W(k) 
Mossbauer 0.92 1.96 

point-charge 0.99 - 1.61 

  

This excellent agreement has not been observed using a 

similar analysis to fit the specific heat and magnetization results 

obtained on PrPd;, TbPd, and ErPd,. Nor has it proved possible 

by varying the assumptions about the charges on the neighbouring 

atoms to obtain satisfactory agreement. Junod et al [25] also 

failed to obtain good agreement with a simple point charge model 

calculation and the crystal field parameters determined for RN 

compounds. However, the specific heat results confirmed that 

the point charge model correctly predicts the ground state, if 

the fourth order term is predominant. They also showed that 

probably the exchange field mixes the two lowest states in TbPd, 

so as to produce in second order a magnetic TP; ground state in 
the <100> direction. 

Mossbauer measurements on TbPd, (Longworth, private com- 

munication) also show that ordering takes place below 4 K. 

Details of the ordering have been investigated using neutron 

scattering (Wedgwood, private communication) and it has been 

established that it is much more complex than that observed 

in TbPt, [26]. In addition, using neutron techniques similar to 
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those of Turberfield et al [21], Wedgwood (private communication) 

has been able to make a detailed study of the states produced 

by the crystalline field and thus complement the results obtained 

from these measurements. 
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AN EPITOME OF CONFIGURATIONAL DATA 

ON CONNECTED CLUSTERS 
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(Received 26 June 1981) 

ABSTRACT — New lattice data on configurational histograms are given 

for bond and site clusters grouped by fixed percolation perimeter, fixed 

energy perimeter and fixed cluster size. The latter are illustrated by several 

combinations of interest of cyclomatic number discriminations. 

INTRODUCTION 

It has long been recognized that configurational studies are 

a fundamental tool in the theory of critical phenomena. Recently, 

however, powerful techniques (like transfer-matrix renormalization 

and field theoretical methods [17]) have surged on to the sta- 

tistics of lattice clusters in the percolation and animal problems 

(see e. g. ref [18]) and significant advances in the knowledge of 

the critical exponents for both problems have been brought close 

to a virtually «exact» solution. There is, however, still open a 

rich field of specializations (valence, cyclomatic number, specific 

connectivity requirements, restricted sets of clusters (animals) 

defined through topological constraints). Our aim in this paper 

is twofold: written in mid-81 it should concentrate on selected 

topics referring to the cluster topology which are likely to assume 

physical relevance in the future, and where series expansions and 

configurational studies will remain competitive. On the other hand, 

it should unify various treatments that have remained scattered 

in the literature without any systematic exploration (like bond 

or site content in percolation). We have divided the data in 5 

broad groups: fixed energy groupings, fixed percolation perim- 
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eter groupings, fixed size percolation groupings, cyclomatic 

number distributions (in percolation) and fixed size energy 

groupings. Each one of them is preceded by a succint description 

of the graph theoretical procedures used in its derivation. 

The notation to be consistently applied throughout the 

paper is: 

s — denotes the number of cluster sites 

b — denotes the number of cluster bonds 

c = b—s-+ 1 denotes the cyclomatic number of a connected 
cluster 

e — denotes the external bond (energy) perimeter 

t — denotes the perimeter in the percolation sense 

Sci Bor — Bive the number of geometrically different cluster con- 
figurations with a given label s,e or s,b,t. 

Note that the normalization of the various g, may occasion- 
ally vary for convenience. We have indicated in each case the 

factor relative to a normalization per lattice site. 

A — Fixed energy groupings 

Whenever the bond perimeter of connected site clusters is 

fixed, the resulting distributions according to the variable number 

of sites enclosed within a given configuration of boundary bonds can 

easily be translated topologically into a fixed perimeter — enclosed 

area problem by considering the dual lattice (Sykes et al [1], [2]). 

Consider figure 1 for the triangular—-honeycomb system: in 

Fig. 1 A, the connected cluster of 8 sites and 11 bonds on the 

triangular lattice is the dual of the honeycomb configuration 

with 26 sides and area 8. Denoting the number of sites by s, the 

number of (internal) bonds by b and external bonds by e, the 

following linkage rule for. site clusters (strongly embedded clus- 

ters) 

e = zs — 2b A. 1 

is valid on any lattice (coordination number z). For configura- 

tions of the type in Fig. 1A there are no sites enclosed within 
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the configuration and not belonging to it but Fig. 1B indicates 

the possibility of such configurations: all clusters that can be 

derived from the fully compact cluster limited by the outermost 

boundary through the exclusion of any combination of hexagonal 

faces marked with (x) are still duals of connected clusters on 

the triangular lattice, but, unlike the case of Fig. 1A, their bound- 

ary is no longer singly-connected (it is no longer a simple 

polygon). 

  

Fig 1 

A-— Site cluster on the triangular lattice and its dual on the honeycomb 

lattice. The triangular configuration is compact (no inner perimeter sites) 

and its dual is bounded by a simple polygon. 

B— Another example of a honeycomb configuration. Exclusion of any face 

marked with (x) generates a connected dual from the larger simple 

polygon. 

The situation recurs for the simple quadratic lattice, which 
is well known to be self-dual (Fig. 2). Fig. 2C is a compact 
configuration bounded by a simple polygon (it is, in fact, the 
isoperimetric solution for perimeter 18, Duarte and Marques [3] 
—and area 20). Once again, exclusion of any combination of 
square faces marked with (x) generates a connected area (alter- 
native examples are drawn in 2A and 2B), which is still a dual 
of some site cluster on the same lattice. Fig. 2D shows, explic- 
itly, a square site tree (17 sites) and its connected dual. 

Now all perimeter distributions of site clusters contribute 
to the low temperature ferromagnetic polynomials for the Ising 
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model [1]. It is, however, required, for their isolation, to separate 

the contribution of multicomponent graphs as described in [4]. 

To go one stage further and separate the simple polygons from 

the nonpolygonal connected duals, we note that on the honey- 

comb lattice (Fig. 1) it is impossible to have more than 3 ele- 

   
Fig. 2 

A, B— Examples of connected duals on the square lattice. 

C—Simple polygon on the square lattice. Exclusion of any face marked 

with (x) generates a connected dual from the larger configuration. 

D—A square lattice tree and its dual. 

mentary hexagonal faces meeting at a site and, therefore, the 

contribution from those configurations can be singled out from 

clusters discriminations on the triangular lattice taking into 
account the number of elementary triangular faces f (as well as s 

and b). Isolated inner boundary sites will then occur for all 

clusters where f does not account for the total cyclomatic 
number: 

b-st1 +f A. 2 

and this inequality identifies the non-polygonal connected duals: 

all inner boundaries will be separate from the outermost 

boundary. 
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It is impossible to proceed in this way for the square lattice: 

a tree like in Fig. 2D does not verify A.2 and yet its dual is not 

a polygon. In general the problem of determining the connected 

duals up to a reasonable order is lessened by simple conversion 

of fixed s distributions (b groupings), like those below in section 

D. Earlier results for the square polygons can be found in Hiley 

and Sykes [5]. 

The additional data should sum to the known results for 

the total number of polygons (fixed perimeter), greatly extended 

in a recent paper by Enting [6] through the use of transfer matrix 

techniques. 

We give new data for polygons on the honeycomb (e < 42) 

and square lattices (e < 22) as well as for the corresponding 

connected duals. 

B — Fixed percolation perimeter groupings 

When the perimeter is measured in the percolation sense, 

i.e. by the number of sites (bonds) t necessary for the isolation 

of a given cluster on a lattice, the perimeter groupings suffer 

considerable rearrangement of the various cluster contributions. 

The usual perimeter method can, of course, be used for obtaining 

these groupings — once again, they can be obtained through a 

straightforward conversion of the fixed size percolation distri- 

butions, although such information must be completed (for 

detailed descriptions see Sykes et al [4], Blease et al [7]). 

In this paper we present results for these groupings on the 

square ( t < 16) and honeycomb (t < 13) lattices (site problem) 

as well as for the Kagomé site problem (t < 16). As in section A, 

the problem is equivalent to the enumeration of the histograms 

8s OF 8, at fixed t; g., or g,, gives the number of geometrically 
different cluster configurations per site (or per bond) with a 

given perimeter value t (here t refers to bond and site perimeter 

for bond and site percolation respectively). 

In addition, we have used inequality A.2 (and further dis- 

crimination through b, s, t and f) to isolate all the non-polygonal 

connected duals of the triangular lattice according to their per- 

colation weight. The resulting perimeter polynomials are given 
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through order 21 (they should be compared with the complete 

set of perimeter groupings for the problem, given in Sykes et 

al [4] (t < 22)). 

C— Fixed size percolation groupings 

The g,, (fixed size s) are the best illustrated groupings in 

the literature. They have been listed for 2,3 and higher dimen- 

sions [8], [9], for both site and bond [10] problems on most 

usual lattices. The interested reader should refer to those papers 

for an outline of the method and detailed considerations on the 

applicability of the corresponding series expansions. We have 

added in this paper the groupings for the site problem on the 

2 archimedean lattices of coordination number 5, (3,3,3,4,4) and 

(3,3,4,3,4) (s < 12). Both lattices (their Ising points are known 

exactly) provide good testing ground for the variation of the 

perimeter — to — size ratio and its connection with criticality 

(Duarte [11]). The well known sum rule to be verified by the 

8. is 

PSS Be PSOE: Dy Corl 

D — Cyclomatic number distributions in percolation 

A different type of configurational weighting which has been 

the object of much recent interest is the set of three — indexed 

discriminations of clusters by their site, bond content and 

perimeter (in the percolation sense). Through Euler’s law these 

discriminations lead to the expansions of the average cyclomatic 

number <c > (Cherry [12], Gaunt et al [13]). 

Los =<{b>—<s> t <i> D. 1 

and from expansion of the higher moments of the cluster size 

distribution of the type 

Seis Sa; OCI -Pp) D. 2 
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for bond percolation and 

<> = See Ole D. 3 
s,b,t 

for site percolation, new quantities of interest, paralleling the 

moments in the usual cluster size distribution are obtained. They 

are expected to belong to the same universality class as normal 

percolation and therefore constitute alternative ways of calcula- 

ting the critical exponents for percolation. For k = 2, D.2 and 

D.3 lead to «susceptibility» series diverging near p, with a crit- 
ical exponent y, like the mean cluster size 

DP > Di, < S>ton~}Po- DI” > < b> a De Bie-4, D. 4 

This property has been occasionally used in the literature 

(Dunn et al [14], Agrawal et al [15]). A systematic study for 2 

dimensional percolation (p, lattices) is reported in [16]. 

We present results for the set of histograms %, bg,,, for the 
triangular, square matching, Kagomé, honeycomb and archime- 

dean (3,3,3,4,4) and (3,3,4,3,4) site problems and for %, sg,,, for 
the square and honeycomb bond problems, as well as for 

Xp b? g., for the Kagomé site problem. We recall that for the 
first moment distributions the sum rules 

a bg. P’ ( — p)t = (2/2) p? D. 5 
2 S, 

for site percolation and 

to Sau PP? ( — py e T= <b pe D. 6 

for bond percolation, should be verified. 

It also seems adequate to mention that the use of detailed 

valence discriminations constitute an alternative way of deter- 

mining their cyclomatic number distributions. Since they repre- 

sent an expansion from 3-indexed to z-indexed discriminations 

it is usually more cumbersome to take this line of procedure 

(it was however followed in refs [12], [13]). If the sites in a 

connected cluster are partitioned according to the number of 
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site neighbours in the cluster (their valence) the following linkage 

rules are verified 

with s, the number of sites with valence v and where the 

summations run from 1 to z. Equations D. 7 and D. 8 are 

unwieldy for bond percolation (valence considerations apply equally 

to bond and site percolation clusters), since b is usually fixed and 

any cyclomatic number mixing in a given g,, must be disentangled 

from a combination of different s as well as from all compatible 

combinations of s,’s. It is generally more direct to start from 

bond percolation distributions and exploit the following properties 

of the yield factor generation (see Blease et al [7] for an exposition 

of the method): 

a) For a given space-type strongly embeddable on the spe- 

cific lattice under investigation, the number of bonds that can be 

transferred from the bond content to the bond perimeter is not 

greater than the cyclomatic number, if connectivity is to be 

preserved. 

b) The number of transferable bonds is zero for strongly 

embedded trees. 

c) The length of the bond tree percolation polynomial (with 

b = s —1 bonds) is c,,,, + 1, where c,,,, is the maximum cyclo- 

matic number of s-site clusters. 

d) Strongly embedded clusters always maximise the bond 

perimeter for given values of b and c. Recalling that the linkage 

rule for strongly embedded clusters is e=t=zs—2b, it can 

be seen that the difference in bond perimeter between clusters 

with sucessive cyclomatic numbers (same b) is z. These properties 

enable a separation of the cyclomatic number contributions in 

bond perimeter polynomials of not too high b (like those in 

Sykes et al [10]). In every case the sum rule D. 6 acts as a 

check on such graph theoretical manipulations and use of valence 

discriminations is thereby avoided. 

max 
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E— Fixed size energy groupings 

These enumerations are converse of those considered in 

section A. For site clusters, these groupings constitute (through 

eq. A. 1) a strict partition according to the cyclomatic number 

(or alternatively, according to the number of bonds b in the 

cluster). No data exist in the literature regarding this specific 

partition, which has emerged in recent times as a very relevant 

tool for the study of branched polymers in the dilute limit (mainly 

through the studies of Lubensky and coworkers [17], [18]). 

Clearly, in this partition the 3-indexed discriminations in D. 2 

and D. 3, the g,,,, are summed over the perimeter index, so that 

with the resulting g, (which are equivalent to the g,.) new 

moments of the «animal distribution» [17] can be defined and 

numerically investigated. 

We present data on the three 2-dimensional regular lattices. 

The first noticeable difference with respect to the g,, is that the 

corresponding histograms evolve very slowly in shape, so that it 

might be argued that for this specific partition the lattices are not 

very effectively sampled. Now, in each case, the maximum bond 

perimeter corresponds to the minimum number of bonds in the 

cluster, so that the last value in each of the g,, histograms just 
gives the total number of site trees on each lattice. As we have 

mentioned, in the previous section, this total number will also 

appear as the maximum perimeter configuration value in the bond 

percolation polynomial of bond size b = s — 1. Hence, the present 

data represent an extension over the data of ref [10]. 

Unfortunately the following term in g,, (corresponding to the 

total number of polygons, tadpoles and other configurations of 

cyclomatic number 1) does not grow sufficiently fast for a non- 

-degenerate histogram to occur for loose-packed lattices. Consider- 

ation of the bond case only worsens the balance of the histogram: 

A. 1 is no longer valid, so that the g,, with s=b + 1, gives the 
total number of bond trees and through the use of the yield 

factor generation ali site clusters of b + 1 sites give non-zero 

contributions to g, 41.4. 

In order to avoid these problems one must concentrate on 

high coordination number (site) lattices where the strong embedda- 

bility «propagates» the distributions towards lower e values. But, 
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better still, the careful exploitation of local linkage rules and 

consideration of both site and bond valence and the changes 

they undergo in bond-to-site transformations have enabled Duarte 

and Ruskin [19] to identify the valence structure on lattices 

which are covering lattices of bond problems. For the site trees 

(8, +1,,) are always neighbour avoiding walks, belonging to a 
totally different universality class from branched trees and with 

a comparatively smaller growth parameter. The same happens for 

the terms of the form g,,, which originate from the corresponding 
bond polygons and bond trees with one single site of valence 3. 

Hence the g,. for the corresponding ‘site covering problem shows 

a rapid evolution towards non-degenerate configurational histo- 

grams. We illustrate this point with the square covering g,, (S<13). 

This research was funded, at various stages, by I.N.I.C. 

(Portugal), The Royal Society — Academia das Ciéncias (Lisboa) 

and the Gulbenkian Foundation. The author is greatly indebted to 

Prof. J. M. Aratijo for assistance with the manuscript. H. J. Ruskin 

and R. Cherry made an invaluable contribution towards the 
computing proficiency of the author. 

APPENDIX 

FIXED ENERGY GROUPINGS 

A — Honeycomb polygons 

e =6 S56 CS A) e = 20 

1 1 5 60 

e= 10 6 42 

2 a) 7 30 

e=12 8 6 

3 2 e= 22 

e=14 5 99 

z 9 6 129 

4 3 7 105 

e= 16 8 69 

4 12 9 27 

5 6 10 3 

e= 18 e= 24 

4 29 6 280 

5 21 Z 276 

6 14 8 246 

Z 1 9 160 
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e = 26 

e = 28 

e = 30 

e = 32 

86 

24 

2 
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720 
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249 

117 

27 

1242 

1710 

1812 

1458 
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414 

168 

42 

1260 

3759 
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1320 

729 

290 

87 

14 

5436 

9804 

12186 

12030 

10476 

8406 

6336 

4134 

2622 

Ly, 

18 

19 

20 

21 

8 

9 

10 

ll 

12 

13 
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16 
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19 

20 

21 

22 

23 

24 

9 

10 

It 

12 

13 

14 
15 

16 
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20 

21 

22 

23 
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25 

26 

27 

9 
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1368 

606 
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42 

6 

4644. 

18786 

27627 

33405 

32061 

29097 

23553 

18597 

13128 

8877 

5412 

2943 

1401 

507 

147 

27 

23472 

54148 
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88378 
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78978 

67134 

53826 

40866 

29076 

19672 

12006 

6936 

3424 
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240579 27 13128 
242613 28 6060 
219816 29 2412 
193602 30 798 
158682 31 216 
126099 32 42 
93948 33 6 
68019 6.49 
45531 10 65822 
29049 11 431448 
17115 12 897289 
9138 13 1369834 
4338 14 1691994 
1719 15 1865164 
579 16 1873893 
147 17 1778925 
27 18 1601354 

3 19 1397388 
e= 40 20 1168533 

100740 21 951897 

287838 22 742157 

464580 23 564297 

604434 24 410122 
661206 25 288397 
669792 26 192099 
619944 27 122932 
553584 28 73674 

469290 29 41040 
384144 30 21083 
300192 ‘ 31 9632 
226296 32 3918 
163500 33 1341 

111960 34 392 

73266 35 87 
44646 36 14 
25626 a7 1 

A— Square polygons 

e= 4' 9 656 

dvi: 10 482 

: er i (see Hiley, Sykes [5]) ll 310 
=" 12 151 

: =14 13 68 

e= 16 Bs. (X 1) 14 22 
566 15 6 

676 16 1 
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e= 18 

e= 20 

e 

e= 10 
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A— Honeycomb duals 

Same as polygons 

8. (X I) 

281 
276 
246 
160 
86 
24 

10 

11 

12 

13 

e = 26 
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14 168 23 27 

15 42 24 3 

16 6 e = 36 

e = 30 9 23662 

7 1260 10 54411 
8 3795 , 11 78990 

9 4697 12 91389 
10 4817 13 89680 

ll 3876 14 81183 

12 3163 15 68294 

13 2126 16 54261 

14 1320 17 40950 

15 729 18 29083 

16 290 19 19672 

17 87 20 12006 

18 14 21 6936 

19 2 22 3424 

e = 32 23 1458 

8 5472 24 496 

9 9990 25 128 

10 12453 26 24 

ll 12264 21 2 

12 10557 e = 38 

13 8418 9 17382 

14 6336 10 92205 

15 4134 ll 165144 

16 2622 12 226125 

17 1368 13 250641 

18 606 14 252177 

19 198 15 227970 

20 42 16 i 199110 

21 6 17 161712 

e = 34 18 127287 

8 4644 19 94242 

9 19014 20 68067 

10 28305 21 45531 

11 34263 22 29049 

12 32901 23 17115 

12 29601 24 9138 

14 23721 25 4338 

15 18627 26 1719 

16 13128 27 579 

LZ. 8877 28 147 

18 5412 29 27 

19 2943 30 3 

20 1401 e = 40 

21 507 10 101679 

22 147 11 295356 
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e= 42 

e=4 
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11 2596 23 22 

12 2086 24 

13 1392 25 I 

14 864 e = 22 

15 456 10 22202 
16 218 ll 42012 
17 88 12 58742 
18 30 13 63256 
19 8 14 62396 
20 2 15 54908 

e = 20 16 46352 

9 6473 17 36112 

10 10724 18 26906 

ll 13456 19 18756 

12 13034 20 12456 

13 11789 21 7468 

14 9354 22 4472 

15 7036 23 2408 

16 4748 24 1208 

ale 3010 25 560 

18 1728 26 238 

19 914 27 88 

20 426 28 30 

21 187 29 8 

22 68 30 2 

PERCOLATION PERIMETER GROUPINGS 

B — Square lattice 

t= 4 By (X 1) 6 54 
1 1 7 22 

t= 6 8 4 
2 2 t= 

t=) 7 5 12 
3 4 6 80 

= 8 7 136 
3 2 8 80 
4 9 9 28 
5 1 10 4 

t= 9 tas 
4 8 5 2 
5 20 6 60 
6 4 7 252 
to 8 388 

4 2 9 291 
5 28 10 154 
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t= 9 12 7078 
7 62 13 11181 
8 177 14 12937.5 

9 190 15 11758 
10 111 16 8895 
11 39 17 5796 
Fe ; 18 3258 

ve 19 1522 
P 1 20 565.5 

ah 21 164 

10 744 = a 
11 705 23 6 
12 449.5 24 0.5 
13 207 t= 13 
14 69 11 1029 
15 15 12 6927 
16 1.5 13 20160 

teil 14 37635 
9 246 15 52311 

_ 1167 16 57960 

se mf 
18 43728 

13 2721 
_ ian 19 31536 
is is 20 20355 
16 492 21 11689 
17 162 22 5889 

18 33 23 2541 
19 3 24 894 

t=12 25 234 
10 503 26 39 
11 2874 27 3 

B— Kagomeé lattice 

t= 4 Ba (XD t=,.'8 

1 1 5 31 
t= 5 6 12 

: t= 6 : 8 9 

3 14/3 14 7 : 
6 1/3 = 

t= 7 6 814 

4 12 7 54 

5 2 9 36 % 

7 2 10 11 
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18 119496 19 637131 
19 128790 20 608309 
20 120932 21 645568 
21 69820 24 22 472456 
22 78394 23 418304 
23 62468 24 425165 
24 29484 24 25 247522 
25 40976 26 237541 
26 23430 27 216930 
27 10837 14 28 99805 
28 17521 29 122492 

29 6096 30 86467 

30 4432 31 36226 
31 6050 32 55156 
32 1082 33 27197 
33 1763 4 34 12362 
f° a 35 21294 

37 342 oes, mee 
ag 179 4 37 5339 
—_ “1 38 6868 
49 42.4 39 800 
45 3 40 2052 

48 2/3 4l 1778 
t= 16 43 693 

13 88129 44 360 
14 279000 46 203 
15 427488 47 32 
16 500865 49 49 
17 608253 52 9 
18 716926 55 1 

B — Triangular lattice (without holes) 

t= 6 8, (X 1) t= 12 

1 ui 4 29 

t= 8 5 2k 

2 3 6 14 

as : t= 13 : 

: 4 5 66 
t=. 10 6 42 

3 9 7 30 
4 3 8 6 

t= t= 14 

4 12 5 93 

5 6 6 153 
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J. A. M. S. DuarTE — Configurational data on connected clusters 
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J. A. M. S. DuARTE — Configurational data on connected clusters 
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J. A. M. S. DuarTE— Configurational data on connected clusters 
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J. A. M. S. DUARTE — Configurational data on connected clusters 

D — Square matching site problem 
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J. A. M. S. Duarte — Configurational data on connected clusters 
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J. A. M. S. DUARTE — Conjigurational data on connected clusters 
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J. A. M. S. DUARTE — Configurational data on connected clusters 
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J. A. M. S. Duarte — Configurational data on connected clusters 
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J. A. M. S. Duarte — Configurational data on connected clusters 
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J. A. M. S. DUARTE — Configurational data on connected clusters 
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J. A. M. S. DuARTE — Configurational data on connected clusters 
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  J. A. M. S. DUARTE — Configurational data on connected clusters 

10 2904 s=15 
11 14982 9 26 
12 56736 il 5796 

13 321840 12 36834 
14 414792 13 267840 

ss 14 1730016 
’ ene 15 5652390 

4 iaaks 16 20519424 
rs pst 17 41415840 
2 Presi 18 ue 33004544 

14 1112436 10 378 
15 1239056 12 45900 

s=13 13 180702 
10 1620 14 1618176 
il 2262 15 7296948 
12 91416 16 25115160 
13 260268 17 76400448 
14 1292508 18 135462936 

15 3764712 19 98498952 

16 3701418 a= 17 
pore 11 2970 

10 390 12 7344 
a pats 13 276960 

14 1037808 
ie 33768 15 8308410 
13 408492 16 31418934 
14 1218804 17 105743982 
15 5298120 18 277089606 
16 12555000 19 439782480 
17 11054610 20 293866272 

D — Kagomé lattice site problem 

S=2 My dB (X 3) s=7 
5 6 7 384 

s=3 9 8088 

6 66 10 o2ec", 

s=4 s=8 

7 408 8 2472 

s=5 10 46104 

a 96 11 117972 

8 1980 s=9 

s=6 9 13266 

6 36 10 8406 

8 1164 11 223344 

9 8316 12 416466 

182 Portgal. Phys. — Vol. 12, fasc. 1-2, pp. 99-138, 1981



10 

11 

12 

13 

10 

11 

12 

13 

14 

ll 

12 

13 

14 

15 

10 

ll 

12 

13 

14 

15 

16 

10 

11 

12 

13 

14 

J. A. M. S. DuaRTE — Configurational data on connected clusters 
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J. A. M. S. DuARTE — Configurational data 
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1294 Lisboa Codex, Portugal 

(Received 14 December 1981) 

ABSTRACT — Finite range effects in heavy ion transfer reactions are 

discussed using a previously developed formalism where the bound state wave 

functions are represented by the asymptotic spherical Hankel functions, Using 

the asymptotic approximation and a local recoil momentum a DWBA com- 

puter code was developed wich has the simplicity of a zero-range program 

and allows the inclusion of finite range and recoil effects. Good agreement is 

obtained with results from full finite range calculations for one nucleon transfer 

reactions. The effects of the Coulomb terms in the interaction are discussed. 

1 — INTRODUCTION 

Finite range and recoil effects are known to be generally very 

important in transfer reactions induced by heavy-ions. Various 

approximate methods [1]-[11] have been proposed for treating 

these effects in the distorted wave Born approximation (DWBA). 

By using them we obtain a more detailed understanding of the 

reaction mechanism, particularly of those aspects which are 

specifically related with the finite range of the interaction. 

Furthermore they are useful since full finite range calculations 

are time consuming, specially when it is necessary to include 

multi-step contributions to the reaction cross section. 

Here we report on an extension of the Buttle and Goldfard 

approximation [1] in which the recoil effects associated with the 

(*) Research supported by Centro de Fisica Nuclear (INIC). 
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finite mass of the transferred particle can be easily included. 
From another point of view our model for the transition ampli- 

tude is a generalization of the zero range approximation to states 

with orbital angular momentum different from zero. The reaction 

form factor, which may include the effects of recoil, is calculated 

using analytical methods and the DWBA calculation retains the 

simplicity of a zero-range code. 

Results of calculations using this model for various reactions, 

including cases where the contribution from unnatural parity 

processes is important, are compared with full finite range cal- 

culations. The significance and reliability of the model is discussed. 

In the present calculation and also in those of a preceeding short 

paper [12] the recoil momentum is obtained using a local momen- 

tum approximation. 

With the same model and approximations that are described 

here in detail we have performed calculations for the cross section 

and analysing powers of the **Ni(‘Li, *Li)®°Ni reaction at an inci- 

dent energy of 20.3 MeV. In this work, published elsewhere 

[13], [14], it was shown that the agreement between the DWBA 

predictions and the observed Q-value dependence of the vector 

analysing power was greatly improved when the recoil momentum 

is generated using a semi-classical model proposed by Brink 

[15], [16]. 

2— DWBA FORMALISM 

The DWBA transition amplitude for the transfer reaction 

A(a,b)B where a = b.+ x and x is the transferred cluster is given by 

Tea = Jang dry x" (4) < BbIV[Aa> XC) 
where the coordinates r,,, r,, rf, and r, are illustrated in Fig. 1 

and x‘*) and mi are elastic scattering wave functions in the 

entrance and exit channels. Using a fractional parentage expan- 

sion of the internal states of a and B into states of x and 

performing the integration over the internal coordinates of b, 
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Fig. 1— The coordinate vectors for a general transfer reaction. 

A and x the transition matrix can be written, using essentially 

the notation of ref [10], as 

<J,M, s,o,|V|J,M, s,o,> = 

> (JaMy in6|JpMpg) (LA i 8:1 4) 
Livi, 

Spo, * 1 1 oT 1 LA 
; Cy (s, Gy S,-o, |i § ye % AL, i, B, 4 ? (2) 

2 

where L=(2L+1)¥%, 

ath Se 5 a eaye s ees (3) We Sagan anes © Aree gob Tye 

  

and the reduced amplitude £ is given by 

hee et het 

4 Binge ME AY RES G0) HENNE). 
(4) 
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Here L is the total orbital angular momentum transfer in the 

reaction and the spins of A, a, B,b and x are denoted by J,,s,, Jy; 

s, and s,. The quantities 0, i, and 2, j, are fractional parentage 

coefficients corresponding to : a bound x with angular momentum 

quantum numbers |, j, and 1,j,. The form factor of the reduced 
amplitude is given by 

f2 1 af bth : 

ta Shean = > (1,4, 1,4,] LA) 
1/2 xis 

Whee: 4 az 

"R,, (Fa) bas Cri v R, j ti a Cr)» (5) 
2°2 2 y ae | a i 

where R, i, and R, i, are the normalized radial wave functions 

of x in the projectile and residual nucleus. In the conventional 

form of the DWBA the interaction V responsible for the transfer 

is assumed to be V,, in the post representation and V,, in the 

prior representation. 

It is well known that there is a strong localization of the 

integrand in eq. (4), as a function of the separation R between 

the heavy ion cores, due to combined action of the Coulomb 

barrier and of large absorption for small R, with the lack of 

overlap between the bound state wave functions at large R. It is 

therefore appropriate to treat the deviations from R in the argu- 

ments of the distorted waves in an approximate way. To discuss 

such approximations it is useful to perform Taylor expansions of 

x) and x. Representing r,, Dy r we can write 

         

    

8 LDA © pits R ) (-* ( R) (4) (R) 

i, i, 3 Li, ig SCD RO a 

(6) 

where y = M,/M, , 

M, M, 
SN i ae V3 Vig (7) 
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and 7, (V,) is the gradient with respect to R and acts only on 

the function \‘*? Gir ). Notice that we could have used a4 

instead of r, as integration variable. A similar derivation gives 

eee 

Vj 
         

Ok ee As, Coe) "(RY X00 GR), 
(8) 

where r,, was also represented by r , » =M,/M, and 

M, M, 
=F - v,- (9) 

M, * Ms 
  

Both eqs. (6) and (8) are exact and will be used as the starting 

point for our analysis. 

When comparing eqs. (6) and (8) we notice that the vector 

r in the translation operator is the argument of the projectile 

and residual nucleus bound state wave functions, respectively. 

In relation with our model this makes the expression (6) more 

convenient to use in the post form of the DWBA transition 

amplitude while the expression (8) is more convenient to use in 

the prior form of the DWBA transition amplitude. 

In eqs. (6) and (8) the effects due to recoil are described 

by the operators exp (r.0) and exp (r.Q). These operators 

become equal to the identity operator if we assume that the 

transferred particle has no mass. This approximation, known as 

the no-recoil approximation, is described in ref, [1]. We can take 

into account the recoil effects to all orders in our expansion of 

the translation operator by assuming a local momentum approx- 
imation when operating with exp (r.0) or exp (r.Q) on the 

distorted waves. In this approximation the operator 0 in eq. (7) 

is replaced by the recoil momentum, 

  = Terre 10 Se. ao 
where k, and k, represent local momenta in the entrance and 
exit channels, respectively. The usual procedure is to choose the 

direction of p along the bisector of the scattering angle corre- 

sponding to the distance of closest approach for a Coulomb orbit 
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in the exit channel. It has been shown by Braun-Munzinger et 

al. [17], that the reduced transition amplitude depends weakly on 

that direction. 

We can follow a different approach in which the recoil 

momentum p is generated using a semiclassical model [15], [16]. 

This has been described in references [13], [14]. We obtain 

Q 1 
p=-n(> +> My) (11) 

where n is a unit vector in the reaction plane tangent to the 

projectile trajectory at the point where the transfer is more 

probable, v is the relative velocity between the heavy ions at 

that point and Q is the reaction Q-value. 

3— USE OF SPHERICAL HANKEL FUNCTIONS 

The most simple way to represent the bound states in a 

heavy ion transfer reaction is to use the Hankel function which 

describes the asymptotic behaviour for large r. In this approxi- 

mation, which we shall call the asymptotic approximation, the 

form factor of the reduced amplitude in the post representa- 

tion is 

lo] 11 L 4 faa Ren) =i * * & (14,14, |LA) Noi *h,® (i8[ Rr) Li, i,A 
1°2 Ay AS 

2 

  
Xr * x i x IN A 

y. (R-r) (V?-a?)N, i hy (iar) ¥,*(r); (12) 
h 

2M 

where we have used the Schrodinger equation of nucleus a to 

replace the V,, interaction and assumed a, = a and £, = B. Using 

a recoil momentum p the r integration in eq. (6) is given by 

72 
h ly 1 +1, 

N{N,i (-1)? ?   
ey 

‘per fl 2 He — 

Jar e fs 1k SEO aa 

r 
> (1,4, 1-4, | LA) (-1)° Ha, (R,p,a,B), (13) 

Ay Ag é 
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where 

5 Z Xr es 

Ba (Ri p.a,8)= fdr [hi (ig|R-r|) Y,° (Rr) I]* 
p lial Reb Sika” 

4 fs 

(vi @) h (iar) i ee aie (14) 

The procedure which is usually followed to calculate this type 

of integral is to separate variables in he” (if | R-r|) a (R-r) 

using the well known addition theorem “for Hankel functions 

[1], [18]. This, however, involves an expansion that in general 

does not converge uniformly and requires further approximations 

in the calculation of the folding integral. As shown in the 

Appendix 3 of ref [10] the intergral (14) can be calculated 

analitically without the above shortcomings. Using this result 

and eqs. (6), (13) and (14) we finally obtain for the reduced 

amplitude in the asymptotic approximation 

1,1, LA 4r a* Nee 
j ee ee > CAL, Ae|LA) {dR boos (R) yi" (ip ) 
12 Toate de © 5 

Le Ac 

Bia ee aE SR CAS (15a) 

where 

Foi 1 Ra?) = Fiat an te ra i (15b) 
1° Cf I di ine C.F Se ae se 

Lik 
CT (0, 012,0) 

Ev nse 
Dy yt ter a (ay LB t at 

12 ¢ er 

(L,OL,0/1,0), (15¢) 

  

" i? (21,+1)!! 

ee OM COLE EV COE 41) 1! 

L 
r 

  N , 

oNo +1 
a 

LL . ic h®) (igR), (15d) 
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(21+1)!!=(214+1) @QI-—1)... and 

L,=1,—1, . (16) 

The orbital angular momenta 1, and L, have a very simple physical 

interpretation [11]: 1, is the part of the total balance of orbital 

angular momentum in the transfer process which is due to the 

—_ 

2 
| 
  

  

Fig. 2— Vector coupling of the orbital angular momentum operators 

in a transfer reaction. The vectors are defined in the text. 

finite mass of x and is usually called the recoil angular mo- 

mentum. From the angular momentum coupling in eqs (15) we 

conclude that L, is the orbital angular momentum transferred 

from the relative motion of the heavy ion cores A and b in the 

entrance channel to the relative motion of A and b in the exit 

channel. The coupling of orbital angular momentum in a transfer 

reaction is illustrated in Fig. 2, where the sum |, + I, (equal to 
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IL.—L,) is represented by L,. The no-recoil approximation is 

obtained with 1, = 0, which implies L,=L and 1,=L,. With this 

approximation the eqs. (15) reproduce the radial form factor of 

ref. [1], 

2 
Ls h 

$y. 7-1: ¥2 Sede Fy urs CR» pe) =C-1) 1, (1,0L0/1,0) 2M 

1 
1 

- N,N’ i h® (ipR). (17)   
+1 

a 

This result shows that the present model can be considered as a 

natural extension of the Buttle and Goldfard approximation [1]. 

The most general selection rule due to parity conservation 

in the reaction involves the quantum numbers L, and 1,. The 

particular form of angular momentum coupling in eq. (15c) 

implies that [11] 

1.+1L,+1,+1, = even. (18) 

In the exact DWBA matrix element there is no restriction on 

the values of 1,. However due to the small mass of the trans- 

ferred cluster relative to the heavy ion cores only the first few 

values of 1, are likely to give important contributions to the 

transition amplitude. This has been shown, for instance, in the 

work of Braun-Munzinger et al. [17]. In the asymptotic approxi- 

mation there is an upper limit for the allowed values of 1,, since 

according with eq. (16) 1,<1,. Eq. (16) means that |, is anti- 

parallel to |,. This selection rule is a consequence of our de- 

scription of the bound state wave function of x in the projectile 

as one Hankel function. With this approximation we assume 

that the transfer process is insensitive to the finite range of the 

binding potential of x in a. In fact for one Hankel function the 

product V,, R, ; Ye, present in the form factor, has zero range 
ae | 1 

(see eq. (A.23) of ref. [10]) and therefore it cannot generate an 

orbital angular momentum larger than 1. For a finite range inter- 

action we can have 1, >1,. Notice that the asymptotic approxi- 
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mation allows for the inclusion of recoil effects and at the same 

time maintains the radial form factor X, for each 1,, proportional 

to N,N’. It is therefore particularly suited to study the depen- 

dence of the cross section on N,N?’ which is a well defined 

quantity in heavy ion transfer reactions, particularly at sub-Cou- 

lomb energies [19], [20]. 

Following essentially the same type of derivation we can 

readily obtain from eq. (8) the reduced transition amplitude for 

the asymptotic approximation in the prior form 

  
; An 1 1 LA (prior ) 14+14+L A * = 12 lf ye ‘ : dR Y, ¢ ie (-15 ae (LALA. [La) [ BYR) 

Le Ac 

( prior ) 1 Ra 
: yi" (ip ) Furia CRP) yo" CR) x Car)... (19a) 

  

  

where 

( prior ) * ( prior ) 

Foy eg CRP i en Sa (CR), (19b) 
1°2 er 12° (oe 192-2 cr 

( prior ) be CRE tt 

Sei ; 
121, er 2M,y (21,4+1)!! (2L2+1)!! 

L’ 

N,N? 2" i h® (iaR OO eet 1 L (ia. ); (19c) 

and 

‘=1,—1,. (19d) 

This selection rule, involving the angular momentum L/ = |,—I, 

(equal to |, + L,), implies that in the prior representation 1, <1,. 

We emphasize that as regards the bound states the asymptotic 

approximation is equivalent to a generalization to states with 

1,>0 of what is usually called a zero range approximation in 

a transfer from an s-state. In fact notice that for 1,=0 the 

expression (12) implies that V,, is proportional to a $-function. 
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/ 

4—COULOMB EFFECTS 

In the preceeding analysis we have assumed that the inter- 

action V in the DWBA matrix element is purely nuclear. Here 

we consider the effects of the Coulomb terms of this interaction. 

In the post representation these Coulomb terms are of the form [21] 

  

L, LC: Lele AV. = bear. bis (20) 

R ry, 

where Z, is the charge of nucleus i and r, = yR+(1-y)r. Since 

AV, has a weak dependence on r(y~1) we can write 

“fi Ly Zine ays Z, Zp @ (21) 
AV, = ——— (1-1/1) - 

R yR 

In the prior representation the analogous approximation yields 

rior Z,Z ZZ e? 

fe TE aye 22) 
: R pR ¢ 

The calculation of the effects of AV, on the transition matrix 

is straightforward using eqs. (21) and (22) although it involves 

integrals of the type 

J (Ryp.0,8) =f dr [h® Cip|Rer|) ¥,° (Ror) I* 
1, Ay Ae 

- hO (iar) ¥" (7) e'P*. (23) 
1 1 

These integrals can be easily calculated for p=0 and were 

discussed in ref. [10]. For p-0 the analytic calculation of 

Ji, dsb de is considerably more difficult as it is shown in the 

Appendix, where an approximate expression is also derived. 

Portgal. Phys. — Vol. 12, fasc. 3-4, pp. 139-161, 1981 149



A. M. GoncaLves et al. — Heavy ion transfer reactions 

5— NUMERICAL RESULTS 

A DWBA computer program called HYDRA [22] has been 
coded in FORTRAN which generates the distorted waves and 
calculates the reduced transition amplitudes using eqs. (15) 
and (19) in the post and prior representations. To illustrate the 
validity of the asymptotic approximation we performed calcula- 
tions for angular distributions which were previously analyzed 
with other DWBA codes in particular with full finite range 
programs. Fig. 3 shows results for the one neutron transfer 

reaction “C(“N,“N)*C,, at E,,, = 78 MeV obtained using the 
same optical model parameters as in ref. [24]. Since this is a 

transfer between two p 4 states the recoil effects can be quite 

large. The calculations of Fig. 3 compare the usual no-recoil 
Buttle and Goldfard approximation with the asymptotic approxi- 

mation described in this work and given by eqs. (15) and (19). 
We emphasize that in both cases the bound state wave functions 
are described by one Hankel function and depend exclusively on 
the parameters N,,a, and N/,6,. The constants N, and N’ were 
extracted from bound state wave function generated in a Woods- 

-Saxon well with geometry parameters r,=1.25 fm and a=0.65 fm. 

We find that in this reaction the asymptotic approximation 

provides an accurate description of the recoil effects. This can 

be seen in Fig. 4 where it is compared with full finite range 

results obtained with the code LOLA for the same optical model 

and bound state parameters and for incident energies of 78 and 
100 MeV. Both curves agree well in shape and in absolute value. 
The product of spectroscopic factors for the initial and final 
states S,S, differs by less than 18% at both energies. In fact 
we obtain in the post representation S,S,=0.50 and 0.60 at 
78 and 100 MeV, while the full finite range calculations [23], [26] 

give S.S,=0.53 and 0.51, respectively. The result of DWBA 
calculations using the code BRUNHILD [17] are also shown in 
Fig. 4 and give S.S,=0.47 and 0.44 at 48 and 100 MeV re- 

spectively. 

Calculations using the asymptotic approximation for the 
proton transfer reaction *%C(™N,™“C)*N at 78 MeV are shown 
in Fig. 5. Good agreement is obtained in shape and magnitude 
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Fig. 3 — Comparison of the DWBA curves for the 12C (14N, 13N) gee Fs reaction 

at E, ,, = 78 MeV obtained with HYDRA using the asymptotic approximation 

and with the no-recoil Buttle and Goldfard (BG) approximation in the post and 

prior representations. The optical potentials correspond to the set 3 of ref. [24]. 

with full finite range calculations [23], [25] performed with the 

same optical model and bound state parameters. These results 

indicate that the degree of convergence of the sum over the 
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recoil angular momentum 1, is well described by the selection 
ruled <t.. 

A test of the dependence of our results on the recoil 
momentum p was performed for the same reaction as in Fig. 4. 

  

    

L i; : I : | ’ H 
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10.0 CUON, “NPC... i 
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Fig. 4— Comparison of the DWBA curves for the 12C (14N, 18N) pai Pe reaction 

at incident energies of 78 and 100 MeV obtained, with the code HYDRA (full 

curve) using the asymptotic approximation, with the code LOLA [23], [26] 

(point-dash curve) and with the code BRUNHILD [17] (dash curve). 
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Using the local momentum approximation we find that the 

differential cross section is almost insensitive the modulus of p. 

The dependence on the direction of p is small and weaker in 

the post representation than in the prior representation. This is 

1 

probably due to the presence of the (-1)* factor in eq. (19c), 

which for the dominant recoil term in this reaction is -l. 
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Fig. 5— Same as in Fig. 5 for the 12C (4N, 13C) SN reaction at 78 MeV. 

The dashed curves show the angular distributions of the L=0 and L=1 

transitions separately calculated with HYDRA. The sum is given by the full 

curve. The experimental values are from ref. [24], 

Portgal. Phys. — Vol. 12, fasc. 3-4, pp. 139-161, 1981 153



A. M. Gonc¢aLveEs et al.— Heavy ion transfer reactions 

In order to study the relative importance of recoil effects 
in the contributions from different values of the total orbital 
angular momentum L we have chosen the **Mg(*0,°N ao aa 
reaction at E,,, = 45 MeV since 1, is different from 1, and also 
because our results can be compared with previous full finite 
range DWBA calculations [27]. This is a transfer from a p1/, state 

to a d*/, state and therefore L = 2,3. The DWBA curves of Fig, 6 

a) b) c) 

      

  

26 4/16, 154,427 MOO PN) ALS 

E oa] 
E NO-RECOIL (L=3) f E tab? 4? MeV 
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J E 
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Uv Bey Ne NY 
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> RECOIL L=2 Sa FE RECOIL L=2 pFtor i 

5 
post ] 

HYDRA al L 
prior—-—.— 

post 

0.01 fot i | st 
20° 40° 20° 40° 20° 40° 

Som. 

Fig. 6 DWBA calculations for the 26Mg (10, 15N) TAL reaction at 45 MeV. 
Part a) shows a comparison in the post representation between the contribution 
from L=2 and L=3 calculated with HYDRA using the asymptotic approx- 
imation and the cross section calculated in the no-recoil Buttle and Goldfard 
(BG) approximation which only allows L = 3, Part b) shows the same com- 
parison in the prior representation. Part c) shows the total cross section 
predicted by HYDRA and by the no-recoil BG approximation in both repre- 

sentations. The optical potentials are from ref. [27]. 

were obtained using the asymptotic approximation and the same 
optical model and bound state parameters as in ref. [27]. We 
find that the effects of recoil is either to increase or to decrease 
the cross section whether it is calculated in the prior or post 

154 Portgal. Phys. — Vol. 12, fasc. 3-4, pp. 139-161, 1981



A. M. GONGALVES et al. — Heavy ion transfer reactions 

representations, respectively. As a result the discrepancy between 

the post and prior representations in the no-recoil approximation 

is strongly reduced. Fig. 7 shows that there is good agreement 

between the asymptotic and the full finite range calculations 

of Buttle [27] using the code DAISY for both L=2 and L=3 
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Fig. 7— DWBA calculations for the 2°Mg (160, 15N) rc reaction at 45 MeV, 

Comparison between calculations obtained with the code HYDRA (full curve) 

and with the full finite range code DAISY [27] (broken curve), for the L = 2 

and L=3 in the post representation, 
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although there is a factor of about 2 orders of magnitude between 

these two contributions to the cross section. The difference in 

the absolute magnitude of the differential cross section at the 

main peak is less than 10% in the two calculations. 

In the Mg (*°0,7°N ) 27Al reaction the selection on the recoil 

angular momentum is 1,<1 and 1,<2 in the post and prior 

representations, respectively. This difference however does not 

have a marked effect on the cross section, because the contri- 

bution from 1,=2 is very small, as shown in Fig. 8. Thus 
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Fig. 8— DWBA calculations for the same reaction as in Fig, 6 and 7 with 

HYDRA using the asymptotic approximation. The left hand side shows the 

contributions to the cross section in the post representation from the allowed 

values of |. = 0 and 1. The right hand side shows the analogous contributions in 

the prior representation where 1. varies from 0 to 2. 

although |, is different from 1, the degree of convergence of 

the sum over I, is well described by the asymptotic selection 

rule in both the prior and post representations. 
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5 — DISCUSSION 

Using the formalism presented in ref. [10] for the approxi- 

mate treatment of finite range and recoil effects a DWBA prog- 

ram was developed and applied to the analysis of quasi-elastic 

heavy ion transfer reactions. 

In our approach the DWBA calculation in reduced to a 

zero-range type calculation since the form factor, wich may 

include the effects of recoil, is calculated analitically. The simpli- 

fication is obtained through the representation of the bound state 

wave functions by the asymptotic spherical Hankel functions. 

This representation provides an accurate description of the reaction 

due to the strong localization of the transfer process outside the 

nuclear surfaces. In this asymptotic approximation the cross 

section is proportional to the product of the squares of the 

normalization of the tail of the bound state wave functions wich 

is a well defined quantity in heavy ion transfer reactions [19], [20]. 

We obtain good agreement with the results of full finite 

range calculations [23], [25], [26], [27] in all one-nucleon transfer 

reactions investigated so far, using considerably smaller com- 

puting times, Also we find that the inclusion in the asymptotic 

approximation of the Coulomb terms, that are present in the 

interaction responsible for the transfer, improves considerably 

the agrement with the spectroscopic factors extracted from full 

finite range calculations. 

Our approximation can be expected to break down in cases 

where a substantial part of the cross section comes from the 

nuclear interior and also in multinucleon transfer reactions where 

the local momentum approximation may be inadequate to account 

for the recoil effects. Within its region of applicability the present 

approach gives a reliable description of finite range and is par- 

ticulary simple to use. It can be useful in coupled reaction channel 

calculations to include finite range and recoil effects with a very 

small increase in the computing time. 

From another point of view we note that the integral on 

the left hand size of eq. (13), which gives the reaction form factor 

in the DWBA, is formally similar to the transfer amplitude in 
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the Brink semi-classical model of transfer reactions (compare 

for instance with eq. (6.16) of ref. [15]). This means that the 

asymptotic approximation can also be applied in the context 

of semi-classical models of transfer reactions. Finally we note 

that the development of approximate methods to deal with finite 

range and recoil effects is made particularly significant by recent 

results [28] where it is shown that the usual form of the DWBA 

is often unable to interpret the transfer reaction data. 

We wish to thank Dr. D. M. Brink, Dr. P. J. A. Buttle and 

Dr. R, C. Johnson for many interesting and valuable discussions 

during the course of this work. The computer time provided at 

the IBM-360/44 of the Centro de Calculo das Universidades de 

Lisboa, where the calculations were done, is gratefully acknow- 

ledged. 

APPENDIX 

FOLDING INTEGRAL WITH TWO HANKEL FUNCTIONS 

The integral 

J (R,pa,8) = fdr [he CiB|Rer]) ¥!* (Re) ]* 
WAL Ag 

: Aco tp. 
> hO. (ior) V2 Cee P'. (A.1) 

1 af 

can be written in momentum space as 

iR.k URGES (R,p.a,8)=fdke" Fe 8)* F, (phe), 

(A.2) 

where Fi. (k,f@) is the Fourier transform of h (ifr) x. (r). 

The calculation of this integral is considerably simplified if we 

neglect the dependence on the angle between k and p in the 
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denominator of the radial part of F, ,,- Assuming p perpendicular 
b Rabb § 

to k we get 

‘ 2 kt eg 

i Ti x alt en kk? 

    y, (p-k). (A.3) 

where a, =(p’?+ a*)”%. This approximation is reasonable as long 

as p is sufficiently smaller than a. Otherwise we can use the 
expansion 

1 4a ie ‘A 
= S Q(z) Y™ (p) ¥™ (ik). (AA)   

(p-k )’ + a” 2pk im 

where Q, are Legendre functions of the second kind and 

Z=(p? + k? + a? )/2pk. 

Using the well known addition theorem 

nN rN A 
Ms (p-k) she at (1,4, L, A, |], 41) Y)"(p) ¥i'(-k) (A.5) 

where L, = ],-1,, 

(21,+1)!! 
C241) INC2E Hi 
  (1,01,0/L,0) 

(A.6) 

ay = (40)4 (-1)" 4, 

and eqs. (A.2) and (A.3), we can write 

L +1 

‘ ap" a 
Jaa, CRP ary = 3a 1 Ca,L, 4, [1 41) = ¥it(p) 

zt i: ‘i a 

- Pak es FF te Mes (Kies) (A.7) 
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This integral is given in eq. (A.36) of Ref. [10]. With this result 
we obtain 

he (R,p,a,B)= 

Set (- 1)" (yagly=a [EA) Ca, 1,4,] LA) 

(21,+1)!! 

C2 LIST CALA) 
  

| eee ven oak Der ade 
Me”) ee Cp) it LL 1 

Ter l 
Tr 

OS 

L+1 
Qa 

ft 1.1, CRea,,2): (A.8) 

where L,=1,-1,, 1, ; , u, has been defined in eq. (28c) and 
122 Seng 

1 

    
Lt 

1 a2 Be 

a bd, (R;@,,8) == | ° ht) bia Ry) ot 2 Ger) |. 
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1 — INTRODUCTION 

There is presently considerable research activity centered in 

the mass region A = 60-80 by in-beam spectroscopy and reaction 

experiments. Evidence has been found for the coexistence of both 

spherical and deformed shapes in “Se and “Se, refs. [1], [2], and 

more recently in ™?*Kr where these nuclei exhibit very large 

ground state deformation with the 0; level in “Kr associated 
with near-spherical shape [3]. In °:Ge evidence [4], [5] for the 

importance of the g,,. orbital is reported at spins 8* and this 
structure seems to occur in ™74Se also. In odd-A nuclei in this 

region evidence for the role of the g,, orbital is also 
seen [6], [7], [8]. Rotational like bands built on this and other 

orbitals are seen [6]. In “Ga the data are best fitted by an 

asymmetric rotor model [6]. To further test this model in “Ga 

more data are needed on the AI = 1 transitions in the g,,, and f,), 

bands. The odd-odd nuclei in this region have been studied very 

little but a few high and low spin isomers are now known for 

example in “Br, refs. [9], [10]. For the first time levels built on 

the 4—- isomer in “Br have been identified and their structure 

is very rotational [11]. There should be similar isomers in the 

other odd-odd Br isotope and perhaps in the odd-odd As and Ga 

isotopes. Information about low spin states and high spin states 

from high spin isomers can provide valuable data to extend our 

understanding of the above nuclei. Experimental data on the 
radioactive decay of isotopes, particularly off the stability line, in 

this region with an on-line isotope separator would provide 

valuable and complementary information to these data, including 

the identification of new isomers. Levels built on such isomers 

may go unidentified as was first the case in our “Br work 

without knowledge of the radioactive decays. 

In order to explore the feasibility of the use of the Unisor 

facility to obtain neutron deficient isotopes in this mass region 

we investigated the absolute cross sections of the reactions 

induced by bombardment of “*Zn and **Ni targets with **C beams. 

The experimental results presented here show that neutron defi- 

cient isotopes can indeed be produced in sufficient quantity for 

good experiments with heavy ion beams with energies in the 

range studied. Strong experimental cross sections were observed 
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for the following outgoing particles: 2pn, a(2p2n), ap, 3pn, epn, 
and a2pn for “Zn and 2p, pn, 3pn, ap, apn, and o2pn for **Ni. 

There have been various theoretical calculations of the cross 
sections for heavy ion induced reactions [12]-[15]. There are of 
course various uncertainties in these calculations as discussed 
by Robinson et al. [16]. This group has already carried out some 
measurements of absolute cross sections to test these calculations 
in this nuclear region up to energies 51 MeV [16]-[18]. Our 
present results extend these measurements to test the calculations 

at higher energies. The experimental cross sections obtained in 

this work are compared with theoretical calculations obtained with 

the computer code ALICE developed by Blann and Plasil [15]. 

2— EXPERIMENTAL PROCEDURE AND RESULTS 

Enriched targets of “Zn of 4.3 mg/cm? (enrichment >99 %) 

and **Ni of 3.2 mg/cm? (enrichment >99 %) were bombarded by 

”C ions from the Oak Ridge Isochronous Cyclotron with beam 

energies from 64.0 to 93.3 MeV. The recoiling nuclei were trans- 

ported with a He-jet system [19] through a teflon tubing of about 

20 m length and deposited on a collection tape at UNISOR. After 

collecting for 144 seconds, the collected activities were moved 
to a counting chamber and y-rays were detected with a Ge(Li) 
detector. Singles y-ray measurements were performed in the 

multiscaling mode with 12 planes of each 12 s, in order to extract 
half-lives of the parent nuclei. The efficiency of the He-jet system 
was calibrated by a direct catch method, in which the recoil 
nuclei were collected for 10 min on Mylar film located 5 mm 
behind the target. After collection, the Mylar film was pulled out 
from the target chamber and the activities were counted at the 
same position as used with He-jet system from 6 min to 11 min 
after bombardment. This procedure was performed for the He-jet 
system, too. From the comparison of y-ray intensities, obtained 
with both methods, of the 594, 604, 743, 1112, 1707, 1780 and 
2018 keV transitions from “As (T, j2= 52.5 min), the efficiency was 
determined to be 22+ 3%. In this estimation it was assumed 
that the efficiency of the direct catch method was 100 %. The 
absolute efficiency of the Ge(Li) detector used was determined 
with an IAEA standard source. 
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Each singles y-ray spectrum taken in the multiscaling mode 

was analyzed, and y-rays were identified by the half-life of the 

known parent nuclei and relative intensities. Residual nuclei result- 

ing from emitting xn, pxn, 2pxn(ex’n), 3pxn(apx’n), 2exn and 

2apxn ‘were surveyed, where x or x’ = 0 to 3. 

Absolute cross sections were estimated with equation (A — 8), 

as shown in the Appendix, by taking into account f-decay feeding 

from parent nuclei, if necessary. In the estimation of absolute 

cross sections, we made the three following asumptions: 

1) The Faraday cup is 100 % efficient in catching the cyclo- 

tron beam. 

2) The charge state for ions captured in the Faraday cup 

is 6+. 

3) The efficiency of the He-jet system is independent of 

projectile energy and independent of Z. 

Although the charge state of the °C beam is originally 4*, passage 

of ions through the target and the helium atmosphere (pressure 

of 0.8 atm) ionize them further to a most probably 6* charge 

state. The uncertainty of the energy-dependence of the He-jet 

system was less than 20%, which was taken from ref. [20]. 

Uncertainties of 20 % were thus included in the errors of absolute 

cross sections. 

The experimental cross sections along with the y-ray energies 

and metimes used in the analysis are listed in Table I for *Zn. 

The beam energies are corrected for the energy losses in the 

target material. Unidentified y-rays are listed in Table I], corrected 

for beam intensities, efficiencies and times. 

The feeding corrections from f-decay were deduced to be 

less than 1% of the total cross sections for every case. The 

largest value of Fe that we expect is the case with very small 

T,,;2 (P), compared with T,), (d). Here F, is the feeding correction 

factor from £-decay and a function of only the lifetimes of the 

parent nucleus (T,,,(p)) and of the daughter nucleus (T,,, (d)) 

(details in the Appendix). 

In the present experiment the largest correction factor F, 

could be for “Zn(?C,p3n)"Br (T,).(p) = 78 s) and 7n(C, 

2p2n)"*Se (T,),(d) = 8.4 d). There F, is 0.59, but since, even at 
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90 MeV the absolute value o, = 0.26 + 0.06 is very small compared 
with o, = 36 + 8, therefore the £-feeding correction had a negli- 

gible influence on oy. 

3 — DISCUSSION 

The experimental absolute cross sections were compared 

with theoretical calculations obtained with the ALICE program 

developed by Blann and Plasil [15]. These comparisons are ilus- 

trated in Figs. 1-3 for °*Zn and Figs. 4-5 for **Ni. In the Figs. 1 and 3, 

excitation curves for the “Zn(?C, ap and/or 3p2n)"As and “Zn(?C, 

an and/or 2p3n)"'Se reactions show that the cross section for both 

reactions decreases initially with increasing projectile energy and 

increases again above an energy of ~ 80 MeV. The first decreasing 

part is interpreted as due to the an and ap component, and the 

increasing part due to the 2p3n and 3p2n reaction channels, res- 

pectively. This interpretation is seen to be reasonable by taking 
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Fig. 1 — Experimental and calculated cross sections for the ®Zn(12C, 3pxn or 

apxn)As reactions. The a indicates that the data for ap2n and ap3n channels 

are not corrected for absolute y-ray abundances (vy), since the ground state 

feeding is not known, 
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into account the Q values, Q(an) = — 9.9, Q(2p3n) = — 41.9, 

Q(ep) = — 7.8 and Q(3p2n) = — 36.1 MeV. The theoretically 

calculated curves for “As and “Se of Figs. 1 and 3 also present 

similar rising for higher energies. However in the “Se case the 

experimental cross sections are one order of magnitude smaller 

than the calculated ones. 

The experimental and theoretical values are reasonably close 

within factors of three to ten for the **Zn(#C, a and/or 2p2n)"Se, 

and within factors of two to six for ‘%Zn(??C,3pn)"*As, 

“Zn(’C,ap)"As and %Zn(?C,apn)As reactions. For other 

reactions the general features, but not the absolute values, are 

reproduced by the theoretical calculations. The agreement for the 

“47Zn(’C, a2pn)*Ge, and **Zn(??C, 2an)*"Ge reactions is better than 

a factor of two but here the experimental data are not corrected 

for the absolute y-ray abundances since the ground state feedings 

are not known. The agreement as shown in Fig. 2 suggests that 

the ground state feeding is probably negligible. 
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For the **Ni(?C, X)Y reactions, the experimental values are: 

smaller than the calculated ones for “As by a factor of five to 

one hundred; for °*"Ge from agreement to a factor of 20 lower; 

in near agreement for °°Ga; a factor of five to ten smaller for 

%5,64Ga; near agreement for **Zn; lower by factors of two to ten 

for “Zn — as shown in Figs. 4-6. Even though the cross section 

for production of *Ge is large, we could not observe **Ge because 

of its pure B-decay to the ground state of "Ga. 
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Fig. 3 — Experimental and calculated cross sections for the ®!Zn(1°, 2pxn or 

axn)Se reactions. 

On the other hand, large discrepancies in the absolute values 

are found in the cases of **Zn(??C, pxn)Br reactions. The ratios 

of the theoretical to experimental cross sections at 90 MeV are 

2.4 X 10* and 4.5 xX 10? for pn and p2n reactions respectively. 

The data of Robinson et al. [16] for the same compound nucleus, 

°Ni + °O > Kr* + Br + pxn, yield an absolute pn cross section 
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of 95 mb at 46 MeV. The present value is 1.2 mb at 60.7 MeV. 

If outgoing particles p and n are emitted after formation of the 

compound nucleus, both reaction cross sections of *°Ni(*°O, pn)"Br 

and “Zn(?2C, pn)™Br should have nearly the same values, like 

the ap, 2pn and an cross sections as shown in Fig. 7. The large 

discrepancies between the experimental and the theoretical values 

and also with the “Ni(*O, pn) reaction are thus rather surprising. 

One source of the discrepancies might be some experimental 

problem which we failed to take into account. For example, the 

Br isotopes may have been selectively absorbed by some of the 

materials used in the experiment. Such absorption can be the 

primary cause of the discrepancy observed. 
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reactions, 

The strong reactions are “*Zn(?°C, 2pn)Se , 2p2n)"*Se , 3pn)As, 

ap)"*As, apn)’As, a2pn)*°Ge [with moderate cross sections for the 

production of “Se and “Ge] and **Ni(*C, 2p)**Ge, 3pn)°Ga, 

3p2n or ap)*°Ga, 3p3n or apn)*Ga and a2pn)*Zn [with moderate 

cross sections for the production of **As and ‘Zn and an indication 

that the cross section for the production of “Ga may be good at 

higher energies]. We conclude that neutron deficient isotopes in 
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this mass region can be produced in sufficient quantity for good 

experiments with heavy ion beams with energies in the range 
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APPENDIX 

In this appendix we derive the equations used for estimation 

of the absolute cross section. A derivation for the general case, 

as shown in Fig. 8, in which the isotope is produced both directly 

and through beta decay from a parent nucleus is presented below. 

oon 

Pere ere Op 

  

    

      
Fig. 8— General scheme for the derivation of absolute cross sections. 

Bombardment 

The decay rates of parent and daughter nuclei, P(t) and D(t), 

at time t are given by 

d P(t) 

dt 
  = — A,P(t) + o,Nn, (A-1) 

—— = — dADit) + ogNn, + A,P(t) (A-2) 

where, A, are the decay constants and o the absolute cross 
sections in which we are interested; n, is the beam intensity 

(atom/sec) which is related to the current integrator reading and 

charge state of the beam; and N is the number of atoms in the 
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target (atom/cm’). The solutions of the coupled differential equa- 

tions are 

oN ny 

  

Pt). =’ ——- . (er) (A-3) 
Xp 

(o + o)Nn = tt oN n - —rt 

t= ee eee el oe 
da i 

Measurement 

A source is collected on the tape for T,, seconds, so the source 

initially has P(T,) “P” nuclei and D(T,) “D” nuclei. The number 
of nuclei “D” is given by 

dD’(t) 

dt 
  = — AD/(t) + r,P’(t) (A-5) 

where 

P’(t) = P(T,) e *P 

By using the initial condition at t=0, D’(0) = D(T,), we find 

-_ 5 i out 

Di =Nn,} | —? — d -e Wy) |e Xp 
Aa Ap 

- | a —e *'b) ( eh eine ) Jem (A-6) 
Xa Aaa — Ap) 

Therefore, the counting rate R of a detector is 

  

R(t) = neodg D’(t) (A-7) 

where «w is the total efficiency of the system, and 7 is the 

y-ray abundance. 

Knowing the number of counts (n) detected in the counting 

time T., we can calculate the cross section, 

n er 
  

xT —F ae, 
= + (A-8) 

Geer 292) Sex 2'¢) 

6g= 

New N n, 
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where, the £-feeding correction factor F, is 

~~. F +x T 

a Se Oe Oe ST as 
Bo day | Ap a — e *a'by (fe ee) da 

  
  

Experimental o, values are obtained from the same equation (A-3) 
by putting F ie 0 and substituting o, and A, for o, and A. Now 

we can estimate the optimum counting or collection time at 

UNISOR. 
For simplicity; let o, =0; T,=T,=t and the total time 

of an experiment T, then the total counts are given by 

Ante 
l—e @ 

n(t)=n. Mi te eas 

Fig. 9 shows the relation of n’ vs t/T,,,. The maximum counts are 

obtained at t= 1.8 T,).. 

0.5- 

  

MAX. at 18   0 | | | 1 I | | L 
0 1 2 3 A a) 6 vA 8 

COUNTING TIME in units of Ti2 

  

Fig. 9 — The relation of counting time vs. total counts in the isotope separator 

experiment, The maximum counts are obtained at t = 1.8 T,,. 
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TABLE II — Unidentified y-rays observed in the ®Zn(12C, X)Y reactions. Raw 

total counts are divided by efficiencies (¢ and jw), beam intensitities (n,); 

and times (T,, and rT). 

  

  

I 
By 60.7 69.3 4 TS 90.0 

74.7 43 35 26 30 

121.9 10 7A 2.4 

143.2 155 43 29 68 

180.9 67 64 21 22 
358.8 101 98 37 
514.7 368 473 

626.6 Tl 

637.8 24 66 

657.9 409 193 95 245 

659.1 419 99 209 

812.3 66 81 
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843.4 65 29 

925.1 75 18 

44 11 16 

26 44 

16 35: 

173 70 30 

78 

30 27 
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TEMPERATURE DEPENDENCE OF THE MAGNETIC 

SUSCEPTIBILITY OF SOME AgMn ALLOYS 

J. M. MACHADO DA SiLvA*, H. ABE and H. MryaJIMA 
The Institute for Solid State Physics 

The University of Tokyo, Roppongi, Minato-ku, Tokyo, Japan 

and 

J. M. Aratso 
Centro de Fisica (INIC), Faculdade de Ciéncias 

Universidade do Porto, 4000 Porto, Portugal 

(Received 9 November 1981) 

ABSTRACT — The susceptibility of three alloys of Ag Mn (c = 4.96, 6.35 

and 13.00 at %) has been investigated around its maximum in terms of a 

distribution of blocking temperatures. 

1 — INTRODUCTION 

The nature of the transition of a spin glass has been a point 

of great controversy. The sharpness of the temperature depen- 

dence of the magnetic ‘susceptibility around its maximum depends 

on the experimental conditions. A.C. susceptibility (x,) measure- 
ments reveal a sharp cusp at the transition temperature T,. This 
maximum of the susceptibility is frequency dependent, although 

in some cases the shift in T, is small and hard to detect [1]. 
The presence of a D.C. field depresses x, and ‘simultaneously 

rounds up the cusp [2]. D.C. susceptibility measurements as well 
as A.C. measurements are further complicated by time effects. 

A great deal of effort has been concentrated on the theoretical 
explanation of the spin glass behaviour [3], [4], based on the 
exchange interaction between the impurity spins. Substantial 

(*) On leave of absence from Centro de Fisica (INIC), Faculdade de 
Ciéncias, Universidade do Porto, 4000 Porto, Portugal, 
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analytical and computational work has been done, but in most 

cases it does not quite agree with experiments. 

Recently Wohlfarth [5] has put forward a phenomenological 

model based on the original idea of Néel [6], which assumed 

clustering of the impurity spins in fine particles. Frequency and 

time effects will be natural consequences, as was discussed by 

Néel [6] himself. 

One of the crucial assumptions in Wohlfarth’s model [5] is 

that the intrinsic Curie temperature of the cluster material is 

well above the transition temperature T, (for Mn, T. = 95 K). 

According to the model, the susceptibility of the clusters is zero 

below a blocking temperature T, and given by x=C/T for T 

greater than T,. If f(T,) is the distribution function for the 

blocking temperatures, the susceptibility of the spin glass will 

be given by 

ht 

x(T)=1/T J Cf(T,)aT, (1) 

In his calculation, Wohlfarth [5] treated C as constant (indepen- 

dent of T,); however, the analysis may be carried out, to a 

certain extent, without making any such assumption. In fact, 

introducing the average 

C= f cct,)tcr,)ar, (2) 

and defining a new function 

g(T)=CMT)£(T)/C , (3) 

it is straightforward to check that, as in [5], 

g(T)=(d(xT)/dT)/lim (xT) . (4) 
T2o 

The temperature T, at which the ‘susceptibility has a maximum 

is given by 

T 

Tet) =f 2(T) eT, (5) 
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which is identical to eq. (8) of ref. [5] after replacing f(T) by 

g(T). It appears, thus, possible to extract from the experimental 

data, x(T), both the function g(T) and the temperature T,, 

without any assumption about C(T). 

It is also possible to express the second derivative of the 

susceptibility (eq. (12) of ref. [5]) at T, in terms of the function 

g(T); one gets 

(dx /dT*), =(C/T,) (dg / aT), (6) 

This expression may be used to verify the consistency of the 

analysis. 

2 — EXPERIMENTAL 

We measured the D.C. susceptibility of three Ag Mn alloys 

of atomic compositions 4.96, 6.35 and 13.00 at % respectively. 

These alloys were zero field cooled, the measuring field being 

1.3 kOe. The measurements were performed on a very sensitive 

magnetic pendulum developed by Matsui et al. [7]. The samples 

were made by mixing the two components under a vacuum 

better than 10-° Torr in a high frequency induction furnace. The 

ingots obtained in this way were remelted in high vacuum in a 

Bridgeman’s furnace and kept at a temperature 30°C above the 

melting point of Ag (961°C) for two hours, after which they 

were cooled down at constant rate, reaching room temperature 

in approximately seven hours. 

The homogeneity in the three alloys was checked by chemical 

analysis. Three bits taken from different points of the sample 

showed the same Mn concentration c within the accuracy of 

the method used. 

3— RESULTS AND CONCLUSIONS 

The temperature dependence of the magnetic susceptibility 

for the three different concentrations of Mn is represented in 

Fig. 1. From these curves we obtained the functions g(T); in fact 

Fig. 2 gives d(xT)/dT = Cg(T), where C =lim(xT) is the Curie 
Too 
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Fig. 1— Magnetic susceptibility of three Ag Mn samples: xX — 13.00 at %, 

o— 635 at %, @ — 4.96 at %. The insert shows, in a log-log diagram, the 

concentration dependence of T,: 381 K (13.00%), 25.0 K (6.35%) and 

22.4 K (4.96 %). 
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d(T Xd T =C9T) 
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Fig. 2— The function Cg(T) as a function of T/T,: the straight lines represent 

the derivatives Cdg(T)/dT at T , for the three samples: — 6.15x10—5 (emu/g. K) 

for 13.00 %, — 5.08x 10-5 (emu/g. K) for 6.35 % and — 3.26 10-5 (emu/g. K) 
for 4.96 %. 
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constant of the alloy, as a function of T/T,. All three T, values. 

calculated from (5), were consistent with the position of the 

susceptibility maxima shown in Fig. 1; they are, however, 

slightly larger than those reported by Korn [8] and Kouvel [9]. 

Also the second derivatives of x at T, calculated from the exper- 

imental values agree, within the experimental accuracy, with 

those obtained from dg(T)/dT, supporting, therefore, the theoret- 

ical model. 

Mulder et al. [10] have shown that samples of Cu Mn slowly 

cooled from the melt have wider distributions of T, than those 
rapidly quenched, Results from A.C. susceptibility measurements 

on a quenched sample are almost independent of a superimposed 

D.C. magnetic field up to values of 2 kOe [10]. However, for the 

slowly cooled alloys the D.C. magnetic field rounds up the 

maximum of the susceptibility. This rounding of the maximum 

in the case of Ag Mn alloys is clearly seen in Fig. 1. If one were 

to accept Wohlfarth’s assumption (C independent of T,) the 

curves of Fig. 2 would give directly the distribution function f(T,). 

If, on the other hand, one were to accept Wohlfarth’s expressions 

for the blocking temperature T, = VK/25k,, and ‘constant’ 

C= vM¢/3k,, where v is the effective particle volume, and 

where both the effective anisotropy coefficient, K, and intrinsic 

magnetization of the cluster material, M,, are assumed independent 

of temperature, one would have C « T, and g(T) =(T/T)) f(J), 

in which T, is the average blocking temperature. This does not 

coincide with T,, but, in principle, the sharper the transition the 

less they will differ. The distribution functions calculated in this 

way are shown, for the three Ag Mn samples, in Fig. 3; they are 

similar to those given in ref. [10]. Here the higher the concen- 

tration, the sharper becomes the distribution function f(T) in the 

vicinity of T,, confirming, possibly, that the effect of the D.C. 

magnetic field is the less pronounced the higher the manganese 

concentration of the alloy. 

One of us (JMMS) is grateful to the Japan Society for the 

Promotion of Science for a grant awarded him in the year 1979. 

We would like to thank Mr. M. Aoki and Mrs. F. Sakai for their 

invaluable assistance in the preparation and chemical analysis of 

the samples. 
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Fig. 3—The distribution function f(T) multiplied by T/T, for the three 

samples of Ag Mn: —— (13.00 %), -- - (6.35 %), —-— (4.96 %). 
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AN AUTOMATIC FARADAY TYPE MAGNETOMETER 

WITH A WIDE RANGE SENSITIVITY 

J. F. D. MONTENEGRO (*) 
Physics Department, The University, Southampton SO9 5NH, U.K. 

(Received 16 November 1981) 

ABSTRACT —A new type of force magnetometer was designed and 

built. It can detect forces down to 10-4 dynes and the design enables measure- 

ment of weak and strong magnetic moments, with a resolution better than 

one part in 10°, This was attained by keeping the sample in a static position 

by means of a feedback system. The balance is controlled by a minicomputer 

which allows the determination of a few thousands of data points per run; 

it is, thus, possible to test the data by statistical methods. 

1 — INTRODUCTION 

Methods for measuring the magnetisation of magnetic mate- 

rials can be divided in two categories [1]: 

i) force methods wherein one measures the magnetic force 

exerted on a sample placed in an inhomogeneous magnetic field; 

ii) induction methods wherein one measures the signal in- 

duced in a detecting coil by the changing magnetic moment of the 

sample. 

The Faraday method is an example of the first category. Due 

to its high sensitivity in measuring paramagnetic and diamagnetic 

susceptibilities it is a convenient method when dealing with small 

samples. Packing errors are nonexistent, since this method meas- 

ures magnetic moments directly. 

The principal difficulty associated with this method is the 

determination of the field gradient. If, as is usually done, this is 

(*) Present address: Universidade do Minho, 4700 Braga; and Centro 

de Fisica da Universidade do Porto, 4000 Porto, Portugal. 
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produced by specially shaped pole pieces, the gradient is a compli- 

cated function and not easily determined with high accuracy. 

If the field gradient is produced by coils or current strips, it is 

usually very small and so the sensitivity is small. Moreover, it 

cannot be assumed that the field gradient will be independent 

of the permeability of the pole tips, i.e., of the field produced 

by the electromagnet. 

The second category is exemplified by the vibrating sample 

magnetometer. Although this method has a lower sensitivity than 

the Faraday method it has the advantage of having an output 

which is directly proportional to the sample magnetisation at 

all fields. 

The classical Faraday method does not stand as a convenient 

absolute method [2]; the limitation arises from the variation in 

the force due to the profile of the magnetic field when the 

specimen displacement takes place [3], which makes the field 

and field gradient determinations not very accurate, A variety 

of magnetometers based on different methods have been reported 

[4], [5], [6]. 
In the type presented in this work the sample is always at 

the same position due to an almost instantaneous restoring force, 

acting on the sample by a feedback system. A further problem 

associated with this method is that with a horizontal field it is 

impossible to have a vertical force without having a horizontal 

one and that any horizontal stiffness needed to overcome the 

horizontal force, inevitably decreases the sensitivity of the system 

to vertical forces. 

This problem was solved in our magnetometer by deliberately 

making the system stiff in both directions and then using an 

extremely sensitive method for sensing the vertical force. 

A change on sample position can be detected with a sensitivity 

of 3 x 10-* mm. The lateral motion is prevented by flat spirals 

made out of phosphor bronze (0.15 mm thickness). 

2— ELECTRONIC DESIGN OF THE DISPLACEMENT 

TRANSDUCER 

Lion [7] and Neubert [8] discussed many of the factors 

affecting the choice of an electromechanical transducer for 
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slowly varying displacements. Some more obvious features of 

a capacitive transducer are: 

a) The forces exerted on the moving member by the 

measuring apparatus are electrostatic ones and these can be 

made small enough for most purposes. 

b) The system responds to the average displacement of a 

large area of a moving member. 

c) Since the resistance of practical conductors can be taken 

as zero in the present context the performance is determined 

almost wholly by the geometry of the transducer, and this can 

be made fairly simple. 

The capacitance between two isolated electrodes of simple 

geometry can usually be written, at least approximately, in the 

form of an area divided by a separation. 

For an isolated pair of nearly parallel plates one larger than 

the other, the capacitance is very sensitive to a change in the 

average separation of the plates, and very insensitive to any 

other relative motion. 

Let A be the area of the smaller plate, and « the permittivity 

of the medium between the plates. Suppose that when the sepa- 

ration is changed from X, to (X,—X), the capacitante changes 

from C, to C,. Then, neglecting edge effects [9], 

(C.—C.) (1—X/K,) = 2A AAG 

= C,X/X, (1) 

A particular convenient arrangement uses three nearly equally 

spaced parallel plates, the outer two being a fixed distance apart. 

A displacement of the middle plate causes one of the two capa- 

citances so formed, say C,, to increase and the other, C,, to 

decrease. If the separation of the plates are respectively (4+) 

and (X, + X), and C, is the value of C, and C, when X is zero then 

(CCl) 41 — Re) = 22eAX/X? 

= 2C,.X/X, (2) 

The arrangement has thus the additional advantages of: 
i) doubling the output 
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ii) reducing the nonlinearity 

iii) making the electrostatic force on the centre plate zero, 

when the system is exactly balanced. 

Departures from linearity are predictable and stable. There 

is continuous and smooth change in output against displacement. 

The geometry of the transducer is more easily calculated than 

with magnetic devices because there is no penetration of the 

electrostatic field in the metal electrodes. Sensitivity is deter- 

mined mainly by the external circuit, and with a good design a 

resolution of 1 part in 10’ or better is possible. Stability is mostly 

a matter of mechanical design, although dielectric losses may 

cause some variation. 

Fig. 1 shows a circuit of a differential capacitive transducer 

with an inductive divider connected to form an a.c. bridge circuit. 

  

  

    

      

      

Fig. 1— The A.C. bridge circuit. 

The carrier signal C energizes both the inductive divider D 

and the transducer T. Since the transducer draws very little 

current the impedance of the leads to it is not significant. Also 

the inductive divider has low output impedance, and so earth 

admittances cause little error. The output impedance of the trans- 

ducer is high and needs a. suitable amplifier to retain as much 

of the output signal as possible. The carrier phase and amplitude 

is detected by a phase-sensitive detector so that the sense and 

amplitude of the displacement is indicated. This circuit may have 

192 Portgal. Phys. — Vol. 12, fasc. 3-4, pp. 189-204, 1981



J. F. D. MONTENEGRO — Automatic Faraday type magnetometer 

an analogue output which indicates the ‘out of balance’ signal 

between the halves of the bridge. 

The differential capacitive sensor has an impedance of about 

1 pF between each plate. There is a large shunt impedance due 

to the input cable capacities of the order of 1,000 pF. However, 

because the input amplifier is a ‘virtual ground amplifier’, (Fig. 2), 

iy 
| | 
ie 
  

    i) ~a=1000 ho   

—- ¢ 

      
hr 

Fig. 2— Input amplifier used as a ‘virtual ground amplifier’. 

then the effect of the shunt capacity can be greatly reduced. 
Considering the circuit of Fig. 2, the gain to signal will be C:/Cy. 
With the given values C,=1 pf and C,,=10 pF; this gives a 
gain of 1/10 to the signal. However if the input capacitance were 

to be measured it would be about 10,000 pF, as the amplifier acts 

as a Capacitance multiplier on C,,. Now if this is shunted by the 

1,000 pF cable capacitance it will only give rise to a 10% fall 
in gain to signals via C,. 

The signal to noise ratio gets progressively worse as the 

input shunt capacity increases. If it is necessary to make. very 

high resolution measurements, care must be taken to see that 

the cable capacity is kept to a minimum. 

The accurate measurement of a.c. signals is often affected 
by the presence of noise. The noise may often be reduced by 

special screening and earthing arrangements. However these are 
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sometimes inappropriate and usually quite difficult to apply. In 

any case they do nothing to reduce random noise, the limiting 

factor to resolution in measurement of ‘small signals. 

The output of the phase-sensitive detector (in this work) is 

a d.c. signal on which a double frequency carrier signal (ripple) 

and wideband noise are superimposed; these spurious signals 

can be almost totally removed by filtering in a later stage. The d.c. 

output level is given by 

| (2 fra sin x dx) cos ¢ | 

The term inside the brackets is the average value of a rectified 

sine wave over half a cycle. The cos ¢ term comes from the 

difference in the phase angle between the detector drive waveform 

and the input signal. When the angle ¢ is 90° then there is no 

output from the p.s.d.. This means that the leakage resistance 

of the transducer will not give rise to any d.c. output, and an 

accurate null can still be obtained. This is one major advantage 

of the p.s.d. type of circuit. Another is that the signal component 

has been turned to a d.c. level, and as a direct consequence the 

wideband noise can now be filtered by a simple RC low pass filter. 

In reality, the plates of the transducer are not isolated. 

If the conductors in the neighbourhood of the plates are not set 

to definite potentials (i.e. are left electrically floating), they can 

have a large effect on any capacitance measurement, and it is 

essential to connect them to a common terminal which will most 

conveniently be earthed. These conductors must therefore remain 

as far as possible fixed relative to the plates. The necessarily 

flexible leads to the plates must be arranged with care, but it 

is much easier to avoid stray capacitance between two leads than 

between one lead and earth. 

It should be mentioned at this stage some of the most 

important mechanical disturbances likely to occur [10]. 

Temperature variations are a serious factor originating expan- 

sion of the components in a degree which cannot be neglected. 

Also temperature-time variations can be of importance even in 

devices made out entirely of the same material as thinner parts 

will respond faster than thicker ones to external temperature 

changes. 
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In this circumstances a symmetrical design and a thermo- 

statically controlled enclosure are required. Also the instrument 

should be ‘situated in a massive evacuated metal box, its con- 

ducting walls providing an adequate electrostatic insulation, impor- 

tant mainly at frequencies at which the mechanical components 

resonate, i.e. 50 Hz and above. Low frequency vibrations can also 

cause disturbances if they make the instrument platform tilt, since 

this may change the relative direction of gravity and the elastic 

forces in the structure. 

3— DESCRIPTION AND PERFORMANCE 

OF THE MAGNETOMETER 

The conditions of the design of the type of magnetometer 

presented here give rise to the following characteristics: 

1. It is based on the classical Faraday method but having 

the advantage of a feedback system restoring the sample position 

(see Fig. 3). 

Forces as small as 1 xX 10-* dynes can be detected. 

Noise at output — 0.1 mV r.m.s. 

Signal-to-noise ratio — better than 5.0. 

Precision — up to 1.5 x 10-* g <>1 x 10~* dynes. 

Resolution — 1 part in 10°, 2 
St

 
e
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Fig. 3 shows schematically a ‘sketch of the magnetometer and 

the associated electronic circuits. The output in the form of a 

single ended voltage across a standard resistor can be fed into 

three devices simultaneously: a X, T/Y recorder, a digital volt- 

meter and a minicomputer with two simultaneous outputs 

(punched paper tape and printed data onto a teletype). 

4—CALIBRATION AND FIELD GRADIENT 

Although it is possible, in principle, to measure the field 

gradient absolutely, it is difficult to attain an accuracy much 

better than about 0.1%, so the field gradient was determined, 
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in this work, as a function of field using samples of known 
magnetisation. 

It is, however, very clear that the accuracy of the final 

measurements can be no greater than the accuracy with which 

the field gradient can be determined. This, in turn, is limited by 

the accuracy with which the magnetisation of the ‘sample 

used for calibration is known. There are two somewhat different 

approaches to the problem. In the first place one can use a 

paramagnetic sample. The magnetic moment of an ideal para- 

magnet is directly proportional to the field so that the field 

gradient is determined in terms of the field and the susceptibility. 
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Fig. 3— Sketch of the magnetometer and the corresponding logging system. 

In practice ideal paramagnets have a rather low susceptibi- 

lity, the forces to be measured would be rather small and the 

errors involved correspondingly high. To overcome the latter 

problem one can select a real material with a large paramagnetic 

susceptibility but in this case there is a risk that its susceptibility 

might be field dependent. Our solution to this problem was to 
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use the high susceptibility of a rare earth metal at room tempe- 

rature and to establish the field-independence of its susceptibility 

by an independent experiment. 

Alternatively one can use a ferromagnetic sample, the advan- 

tage here being that the forces to be measured are large and 

the field does not have to be measured. Instead, the field-depen- 

dence of its ferromagnetic moment must be known, either from 

a previous, independent measurement or by other means. This 

is essentially the method of Aldred et al. [11]. They used a 

sample of pure iron and noted that, according to simple spin 

‘wave theory and using values of the spin wave stiffness obtained 

from inelastic neutron scattering, the intrinsic magnetisation of 

iron at 5.3 K would be independent of field (up to 20 k0e) to 

within 0.001 %. They then assumed that would be true in practice 

and used this constant value of the magnetisation of iron at 

5.3 K to determine the field gradient. 

The paramagnetic samples used for the calibration were 

single crystals of Tb, Dy and Ho. In order to test the field 

independence of these samples, susceptibility measurements were 

performed using a constant field gradient (by means of Helmholtz 

coils). These measurements were made in applied fields up to 

80 kOe. 

In this particular experiment the magnetometer output is 

proportional to the magnetisation values. That is, at each value 

of the field the ratio output/H (applied field) is proportional 

to x. Thus a study of how this ratio varies with the field will 

establish the degree of field independence of the susceptibility. 

Table 1 shows, for the Tb sample, magnetised along its easy axis 

at room temperature, values of output/H as a function of H. 

The value of the ‘standard deviation obtained is 2 x 10-° and 

thus the field independence of x is established within 0.001 %. 

Using the magnetometer described in this work three runs 

for each sample were performed at room temperature, along the 

easy axis. The resulting field gradients thus obtained were in 

good agreement within 0.001 %. The averaged field gradient was 

used in all measurements of this ‘work. 

The field gradient was also determined using a sample of 

annealed polycrystalline iron at 5.3 K. Because of its polycrys- 

talline nature, the saturation magnetisation is reached asymp- 
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TABLE 1— Magnetometer Output as a function of H 

  

  

Applied field H Force X const. Force X const/H 

(kOe) (volt) (volt/k0e) 

10 19.1426 1.91426 

20 38.2859 1.91429 

30 57.4289 1.91429 

40 76.5712 1.91428 

50 95.7144 1.91429 

60 114.856 1.91426 

70 133.998 1.91427 

80 153.144 1.91430       
totically, the departure from saturation being represented by the 

second term in the equation [11] 

o(H, 5.3) =o( »,5.3) — 0.07619 aK? [o( «©, 5.3) p? H? ]-? + xH, 

(3) 

with o( ©,5.3) = 221.71 emu/g, K, = 5.25 x 10° erg cm-* and 

p= 7.85 g cm~*, where o(o ,T) is the saturation magnetisation 

at T(K), H, is the internal field, K,(T) is the first anisotropy 

constant, p is the density and x the intrinsic susceptibility, a is a 

numerical factor arising from interactions between the crystal 

grains [13]; in the field range 10 to 18 kOe it varies from 

0.61 to 0.68. 

Although this second term has a well-established theoretical 

basis it has never been put to a satisfactory test and the field- 

dependence of the factor a has never been verified by experiment. 

Fortunately the term accounts to no more than 8 x 10-* e.m.u./g 

within the field range 10-18 kOe and the uncertainties in this 

correction are unlikely to be important. The intrinsic susceptibilty 

term is another matter. The experimentally determined values 

of x for iron range from 4.14 x 10-° to 5.46 x 10-° emu/g. 

For the lowest of these values xH changes 3.3 x 10-? emu/g 

when H goes from 10 to 18 kOe and this clearly is important. 
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Let us consider briefly the effect of this term. Suppose the true 

field gradient is G and we measure the force F on a ferromagnetic 

sample for which 

o =o, + xH=o,(1 + ME oy (4) 

Then 

F=kGo (5) 

Suppose we overlook or otherwise ignore the xH term, then 

we shall determine a spurious field gradient G’ given by 

F=kG’o, (6) 

so that 

G’ =G (1+ xH/c,) (7) 

If we now use this spurious value G’ to determine the magnet- 

isation o, of another material for which the magnetisation is 

genuinely independent of the field then we shall measure a force 

F=kGo, (8) 

but we shall determine a spurious magnetisation o{ given by 

F=kG’o’ (9) 

Clearly 

o;/0, = (1 + xH/o, )~* (10) 

and since xH< <o, this may be written to very good aproximation 

as 

o, = 0, (1—xH/oy) (il) 

or 

of = 0, —0;xH/o, (12) 

To correct for this spurious field dependence all we need to 

do is to add a term o, xH/c, to all the values of the magnetisation. 
However, if we are principally concerned with analysing the 

field-dependence of the magnetisation this simply has the effect 

of adding a temperature-dependent susceptibility o,x/c,. Since 
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x is not known with certainty, for iron, the term may as well 

be omitted from equation (3). When a definite value for x for 

iron is finally obtained all the results achieved through the use 

of a spurious value for G can be corrected using the simple 

procedure outlined above. It should be mentioned that, using 

polycrystalline iron as a calibration sample the field gradients 

were determined using the equations, 

o(H, 5.3) =o(0, 5.3) — 0.07619 K?[o(«, 5.3) p?H?]-! (13) 

and 

o (H, 5.3) =o(, 5.3)—0.07619 K?[o(», 5.3) p? H?]-!+xH, (14) 

It was found that field gradients calculated from equation (13) 

agreed better with those obtained from the paramagnetic samples 

than those calculated from equation (14) using x = 5.46 x 10-°. 

The results are shown for comparison in Table 2. 

TABLE 2— Comparison of the field gradients 

  

  

A/C B/C Internal field H_, (kOe) 

1.000002 0.99941 5.6 

1.000003 0.99896 10.7 

1.000005 0.99833 18.1     
A—field gradient derived from equation (13) 

B—field gradient derived from equation (14) 

C— field gradient derived from paramagnetic samples 

This result, especially the closeness of the figures in the 

first column is very difficult to explain. We cannot rule out 

the possibility that all the measurements of x for iron are incorrect 
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and that the true value is much less than the accepted values. 

However the value of x needed to reconcile the figures in column 1 

is only ~1.5 x 10-* and this poses great theoretical problems. 

The great weight of evidence is in favour of a susceptibility of 

about 4 x 10-* in which case the use of equation (14) is certainly 

incorrect. The mosi likely explanation seems to be that the 

determination of the field gradient from paramagnetic samples 

involves a knowledge of the field. The minimum value in column 2 

is only .99833 and this could be accounted for by an error in the 

characteristics (here taken to include reproducibility and accuracy 

of positioning) of the Hall probe used to measure the field. However 

it is surprising that the error acts in such a way as to cancel 

almost exactly the effect of the xH term in equation (14). 

Three sources of systematic errors are present in a given run. 

The first is due to uncertainty in the force measured at zero field. 

This will produce systematic errors at all points of a particular 

isotherm. The second is due to possible temperature differences 

between the sample and the thermometer. The runs are not 

strictly isothermal and some temperature drift occurs with time. 

However the occurence of a temperature drift always leads to 

the possibility of a temperature lag between the thermometer 

and the sample and consequently to a systematic error in the 

temperature. The third source occurs when the calibration sample 

is removed from the apparatus and another sample introduced. 

Because of slight spacial variations in the field gradient, any 

uncertainty in positioning a sample would produce a systematic 

error in the magnetisation. 

The use of small pole gaps in a conventional magnet produces 

a reaction, the so-called image effect between the specimen and 

the pole-pieces. This varies directly with the permeability of the 

pole faces and so depends on the state of saturation of the magnet. 

In the present arrangement image effects are automatically 

included in the determination of the field gradient. There are 

grounds for believing that these effects are small. Several mea- 

surements were made, under identical conditions, of the forces on 

different specimens of the same material. The force per unit 

mass was constant to within 0.2% for a considerable range of 

masses [12]. 
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5— FINAL REMARKS 

Undoubtedly the advantages of the magnetometer described 

above are obvious and manifold, and only the most important 

points will be stressed and schematized here. 

1. The great accuracy and sensitivity of the instrument is 

due to the high resolution of the sensor (differential capacitive 

transducer) allied to the high precision inductive voltage divider 

(with a division accuracy of 1 p.p.m.). 

2. The instrument allows the investigations to be performed 

on a practically static sample position, which evidently permits 

a very precise measurement of the internal field. 

3. The automatization of the system through its connection 

to a minicomputer gives the enormous advantage of the acquisi- 

tion of a great number of data points up to 1,000 in a single 

run, where the applied field varies up to 20 k0e during a sweep 

of approximately 30 seconds. 

The successive readings during the scanning of the applied 

field are done at well controlled steps by means of a convenient 

electronic triggering system designed for the purpose. In the 

present work it was found satisfactory the use of intervals of 

35 Oe between steps. 

The applied field is read at static sample position by means 

of a Hall probe and the system trigger-minicomputer receives 

simultaneosly at each chosen step a pair of readings, one from 

the probe and the other from the magnetometer. 

As a result the pair of readings field-force is a well defined 

one for each run at any time. This is a crucial advantage of this 

set up which will support the high accuracy of the relative 

measurements. 

4. The fact that each run proceeds in a very short time 

(~ 30 s) assures that temperature fluctuations in the sample 

will be minimal. Also, it makes possible to obiain a very good 

average over a large number of repeated runs in a reasonable 

period of time. 

5. Finally, perhaps the most important feature is the possi- 

bility of applying in a reliable manner powerful computer fitting 

procedures which are only possible over a large number of data 
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points. It is, therefore, quite clear that the high precision com- 

bined to the great number of points obtained are the most signif- 

icant features of the magnetometer. 

6— SUMMARY AND CONCLUSIONS 

The instrument constructed proved very ‘successful and it 

has been used for several measurements [14], [15], [16]. The use 

of high-speed data acquisition coupled with the use of a mini- 

computer to process the data leads to a new level of precision 

of measurements of this kind which, coupled with the immense 

amount of data collected, enables one to investigate the excita- 

tions from the ground state of ferromagnetic materials, from the 

measured field dependence of the intrinsic magnetisation at various 

temperatures. 

Moreover, these measurements can be performed, on suitable 

crystals, without the use of unusually high magnetic fields using 

an ordinary laboratory electromagnet. 

We acknowledge a grant from INIC (Portugal) and we are 

grateful to Professor E. W. Lee who provided useful discussions 

and experimental facilities at the University of Southampton. 
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MEASUREMENT OF SURFACE ACOUSTIC WAVES 

IN RARE EARTH METALS AT LOW TEMPERATURE 

M. S. NeEgApD and S. B. PALMER 
Department of Applied Physics, University of Hull, Hull HUS 2DX, U.K. 

ABSTRACT — The velocity and attenuation of a 5 MHz surface acoustic 

wave have been measured in polycrystalline Al, Gd and Tb as a function of 

temperature from 300-200 K. Similar measurements have also been made in 

the hexagonal basal plane of a single crystal of Tb. In all cases the results 

have been compared to calculations based on the bulk elastic moduli. In Al 

the agreement is good while in the two rare earth elements there are a number 

of discrepancies some of which can be understood in terms of the magnetic 

properties of these materials. 

1 — INTRODUCTION 

The surface properties of rare earth metals are particularly 

interesting for a variety of reasons. The elements are highly 

reactive and the surfaces can form oxides, hydrides, nitrides 

and carbides. While the oxides and nitrides are in higher con- 

centrations close to the surface the hydrides are thought to be 
uniformly distributed throughout the materials. 

Thermal cycling of the metals can produce residual stress 
which may be enhanced close to the surface [1]. In the magnetic 
phases, and particularly the spiral spin antiferromagnetic phase, it 
has been postulated that the magnetic structure of rare earth metals 
is different at the surface to that in the bulk of the material [2]. 
Finally the surface domain structure contains closure domains 

that are again different to the domain structure in the bulk of 
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the material. Some of these surface properties can be studied by 

surface acoustic wave propagation, measuring the temperature 

dependence of the velocity V, and attenuation a, of the surface 

acoustic wave (SAW or Rayleigh wave). 

There are a range of experimental techniques for launching 

and receiving SAWs but many of them are not suited to low 

temperature environments or to the study of small samples. 

After carefully investigating several techniques [3] we found that 

the angled transducer method could be used down to at least 

200 K on samples with a dimension in the propagation direction 

of as little as 2-3 mm. To test the reliability of the technique, 

measurements were first of all carried out on a polycrystalline 

aluminium sample and the results compared to surface wave veloc- 

ities calculated from bulk single crystal elastic constants. 

Since our temperature range was limited to temperatures 

above 200 K then in order to study the effect of magnetic order 

on the surface wave propagation we restricted our attention to 

the two heavy rare earth metals Gd and Tb. Both crystalise in 

the hexagonal close packed structure with five bulk single crystal 

elastic constants C;; [4]. Gd orders ferromagnetically at a Curie 

temperature T, of 293 K with magnetic moments aligned along 

the hexagonal c-axis. Below a spin re-orientation temperature (T,,) 

of 240 K the moments move away from c-axis to lie along an 

easy cone oriented at an angle © to the c-axis. © initially rises 

rapidly to an angle of ~ 70° before falling to ~ 35° where it 

remains down to 4.2 K. 

Tb is paramagnetic down to Néel temperature (Ty) of ~ 226 K 

where it orders in a spiral spin antiferromagnetic phase. This 

phase only exists over a small temperature range of approxi- 

mately 7 K and below ~ 217 K, the Curie temperature, Tb is a 

basal plane ferromagnet. The available temperature range there- 

fore allowed study of magnetic phase changes of both Gd and Tb. 

We report here measurements of the temperature dependence of 

V, and a, in polycrystalline samples of Gd and Tb which are 

compared to surface wave velocities calculated from bulk single 

crystal and polycrystalline elastic constants. In addition we have 

measured the temperature dependence of the surface wave veloc- 

ity in the basal plane of a single crystal sample of Tb which 

can be compared directly with calculated values. 
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2— CALCULATION OF SURFACE WAVE VELOCITIES 

In an isotropic medium a simple expression relates the sur- 

face acoustic wave velocity to the bulk longitudinal and shear 

velocities (V, and V, respectively): 

(2—Vs/Vr = 4 [1— (V/V [1—(V5/Ve TS) 
The longitudinal bulk wave velocity is related to the bulk 

modulus K and the shear modulus G by: 

V, =[(K +4 G)/p]% 

where p is the sample density. The shear wave velocity is given by 

Vr =[G/p]4 

Hill [7] pointed out that the bulk and shear moduli can be 

calculated from the single crystal elastic constants by taking the 
mean of the two approaches adopted by Voigt [8] and by Reuss [9] 

K =1/2 (Ky+Kp) ; G=1/2 (Gy+Gp) 

In the case of a hexagonal crystal, for example, one has for 
the Voigt approach: 

Ky=1/9 [Ci3 +2 (Ci + Co t+ 2 Cis) ] 

Gy = 1/15 Esk 2 (Ci, — Cre —2 Cig) ] + 145 [2 Cas + Cog] 

while, following Reuss, 

1/Kp=2Su + S33 + 2 (Siz + 2 Sis) 

1/Gp=4 [Ses — Sie +2 (Si: — Sis) ] +3 [28a - See ] 

where the C;, are the five independent elastic stiffness moduli 
[Ces = 1/2 (C\,—Ci2)] of the hexagonal symmetry and Sj are 
the elastic compliance moduli defined by 

it+j 
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where AC is the determinant of the C; and AC; is the minor of 
the element C,;. Hence it is a straightforward matter to calculate 
the surface acoustic wave velocity in an isotropic polycrysta] 
form the single crystal moduli. 

The study of surface wave propagation in hexagonal single 
crystals involves numerically complex computation to obtain the 
surface wave velocities. It is normal to use a «surface Green’s 
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function approach» where the velocity formula can be transformed 
to an algebraic equation similar to that of the isotropic case [10]. 
The most simple solution is obtained for propagation of surface 
waves in the basal plane of the hexagonal crystal which is trans- 
versely isotropic. The relationship between V, and the C;; can be 
written 

Cos (VE — Cas/p) CV§ — Cisr/p + Ci/Cosp ) = Cas VsCV5—Cu/p) (2) 
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This is a bicubic equation in V, and it is interesting to note 
that by using the isotropic limit one can derive eq. (1) from eq. (2). 

Fig. 1 shows tthe computed isotropic surface wave velocity 

in Gd obtained from eq. (1) using two different sets of single 

crystal elastic constants [4], [11] and the polycrystalline data of 

Rosen [12]. It can be seen that the polycrystalline values lie 

below the single crystal results which are themselves in fair 

agreement. Gaps in the data are due to one or more of the single 

crystal constants being unavailable due to experimental problems. 
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Temperature K 

Fig. 3— Computed Surface Wave Velocity in Basal Plane of Hexagonal Single 

Crystal of Gadolinium as a function of temperature: 

© Data from S. B. Palmer, [4]; @ Data from E. S, Fisher, [10]. 
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Fig. 4— Computed Surface Wave Velocity in Basal Plane of Terbium Single 
Crystal as a function of temperature: 

O Data from K. Salama, [12];@ Data from S, B. Palmer, [4]. 

Fig. 2 shows similar data for Tb where again Rosen’s polycrys- 
talline results [12] lie well below the values calculated from the 
single crystal elastic constants [4], [13]. In Fig. 3 we plot the 
computed surface wave velocity in the basal plane of the single 
crystal Gd computed from the available single crystal data [4], [11]. 
Fig. 4 shows a similar calculation for Tb. Anomalies are observed 
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in all four figures which can be attributed to the magnetic phase 

changes described earlier. In all the figures the individual points 

have been calculated from the tabulated data in the papers, leading 

to widely ‘spaced points in some cases. Rosen does not give 

tabulated points and these have been estimated from the published 

figures. 

3— EXPERIMENTAL DETAILS 

The surface acoustic waves were launched and detected using 

plate transducers mounted at an angle of 45° on opposite edges 

of the sample (Fig. 5). The transducers operated in a compressional 

Surface wave 

  

Detector 

Generator \ | 

47 a ide API ER Lf bytgl beet 

G7 liege “y soe 

  

ae Sample 

      

Fig. 5— Schematic diagram of angled transducer arrangement for surface 

wave experiment. 

mode at a resonant frequency of 5 MHz and were fabricated from 

PZT 5A ceramic. The transducer was bonded to the edge of the 

sample with Rapid Araldite which provided a long bond life over 

an appreciable temperature range. Masking tape was used whilst 

the araldite was setting to prevent spreading onto the sample 

surface, The two opposing edges of the sample were lapped 
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parallel to optical tolerances; in all cases parallelism of better 

than 15 seconds of arc was achieved. The sample surface that 

supported the surface wave was polished to a flatness of better 

than one tenth of the acoustic wavelenghth (A/10 ~ 30 »). Normally 

flatness of better than 5, was achieved. The polycrystalline 

samples of Al, Gd and Tb were prepared using standard diamond 

cutting and diamond lapping techniques, after which they were 

etched and annealed. For the rare earths a ‘standard etch of a 

50-50 solution of acetic and nitric acids 'was used and annealing 

took place at approximately 60°C for 5 hours [1]. The single 

crystal of Tb was spark planed to its final shape at the Centre 

for Materials Science, University of Birmingham. It was tetragonal 

with surfaces perpendicular to the a, b and c axes. 

To generate the surface acoustic wave the transmit trans- 

ducer was excited by a 5 MHz R.F. pulse of 0.5 »s pulse width 

and 25 volt peak height, from an Exact pulse generator (Model 

7260). The pulse repetition frequency was ~ 20 Hz allowing the 

surface wave echoes to decay before the next pulse packet was 

launched. The transit time of the pulse was measured with the 

time delay facility of an oscilloscope. Due to problems of attenua- 

tion and pulse interference the transit time could only be measured 

from the initial launching of the surface wave to the first surface 

acoustic wave arrival at the detector. 

Temperatures were maintained with a standard cold finger 

cryostat [14] in conjunction with a commercial temperature con- 

troller. Temperature measurement was achieved with two copper 

contantan thermocouples, one measuring the sample temperature, 

the other the environmental temperature. Temperature measure- 

ments were accurate to + 1 K with point to point sensitivity of 

better than 0.2 K. 

The major contribution to the errors in the measurement of 

the absolute velocity of the SAW arises from the location of the 

corresponding points on the initial generating pulse and the trans- 

mitted SAW signal. 

One could be out by +1 cycle leading to an absolute error 

in V, of + 7% in a typical sample. If the appropriate cycles are 

correctly identified the absolute error reduces to + 0.4% and 

arises from bond errors associated with the coupling of the trans- 
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ducer to the sample and from timing errors. This value is reduced 

still further when one is only interested in the point to point 

accuracy. 

4—RESULTS AND DISCUSSION 

Initial experiments were carried out using a polycrystalline 

aluminium sample with a range of bonding agents between the 

transducer and sample edge. The temperature dependence of V, 

with both an oil bond and an araldite bond are shown in Fig. 6 

where they are compared to values calculated, via eq. (1), from 

the single crystal elastic constants. The absolute values differ 

by ~ 1%, while the temperature dependence of the experimentally 

determined and calculated values of V, are in good agreement. 

However when one measures the signal amplitude as a function 

of temperature, which should be related to the surface wave 

attenuation a,, it is immediately obvious (Fig. 7) that the oil bond 

is not suitable since the mininum in a, at ~ 240 K is produced by 

the solidification of the oil bond. All reliable measurements were 

therefore carried out with a Rapid Araldite bond. 

Gadolinium 

Fig. 8 shows the temperature dependence of V, and a, for 

the surface acoustic wave in the sample of polycrystalline Gd. 

The insets indicate that there are only minor anomalies at both 

T, and T,. The measured V, is in good agreement at room tem- 

perature with the value calculated from single crystal elastic cons- 

tants, and appreciably higher than the polycrystalline calculations 

(Fig. 9). In contrast to Al the temperature dependence of the 

measured V, is at least a factor three greater than the calculated 

values, which are themselves consistant. This difference is far in 

excess of what one might expect from experimenial errors. 

The measured relative attenuation obtained from the ampli- 

tude of a single pulse is compared in Fig. 10 to the polycrystalline 

results of Rosen [12]. In all cases the ordered phase produces an 

increase in the ultrasonic attenuation. 
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Fig. 10 — Comparison of inverse SAW amplitude (a,) and bulk wave 

attenuation (a, , a,) from Rosen [11]. 

Terbium 

The temperature dependence of V, and a, for polycrystalline 

Tb is show in Fig. 11. In the paramagnetic phase V, increases 

with decreasing temperature in a similar manner to Gd. In con- 

trast, however, there is a rapid decrease in V, in the antiferro- 

magnetic phase which is accompanied by an increase in a,. Both 

changes are somewhat modified by the onset of ferromagnetism 

at ~216 K. When compared to calculated values (Fig. 12) V, 

increases much more rapidly in the paramagnetic phase and in 

addition decreases much more rapidly in the ordered phases. The 

minimum observed at T, for the calculated surface wave velocity 
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is much weaker than the measured decrease. It is difficult to 
make any suitable comment on the absolute values of the different 
curves with such a wide variation between the different sets of 
data although again the measured values are in better agreement 
with the calculations based on the single crystal elastic constants. 
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Fig. 13 — Comparison of inverse SAW amplitude (a,) and bulk wave attenuation 

(a, » «) from Rosen [11]. 

The temperature dependence of a, (Fig. 13) shows some of 
the characteristics of both the longitudinal and shear wave pro- 
pagation, as is to be expected for an acoustic mode that contains 
elements of both atomic displacements. The surface wave atten- 
uation shows no evidence of any peaks in attenuation above Ty 
as is observed with the bulk waves. 

The single crystal of Tb available for the propagation of a 
surface acoustic wave in the basal plane had a dimension of only 
2.2 mm parallel to the propagation direction. This is approaching 
the limit of the present experimental technique and the results 
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are therefore less reliable than the polycrystalline measurements. 
The temperature dependence of both V, and «,, propagating parallel 
to a ‘b’ direction are shown in Fig. 14. The onset of magnetic 
order produces marked changes in V, in the region of Ty and a 
rapid decrease at T,. In contrast the attenuation of the wave is 
only affected well below T,. A comparison of V, with calculated 
values from single crystal elastic constants, using eq. (2), indicates 
again that the temperature dependence of V, is much higher in 
the paramagnetic phase than one would expect from bulk calcula- 
tions (Fig. 15). The large discrepancy between the absolute values 
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Fig. 15— Single crystal terbium: comparison of experimental and computed 
values of V, for propagation in the basal plane. 
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of V, is probably due to the small ‘sample length available which 

will enhance the errors introduced by bond effects and timing 

problems. 

We have demonstrated for the first time that the magnetic 

phase changes in the rare earth metals are reflected in the prop- 

erties of surface acoustic wave propagation, although the nature 

of the changes observed are not always what one would predict 

from bulk wave behaviour. Nevertheless in the ordered regions 

these differences may well be due to magnetic domain properties 

and to magnetic stresses localised in the surface. Evidence for 

the presence of these surface stresses can be found in measure- 

ments of the surface wave velocity at room temperature before 

and after a low temperature run. 

TABLE 1— SAW velocity at room temperature before and after low tempera- 

ture run (L.T.R.): Tb single crystal, propagation along b-axis, in the basal plane 

  

  

S.A.W. Velocity Temperature 
Day Procedure 

m/s K 

Day 1 Measured velocity 1642 286.6 

followed by L.T.R. 

Day 2 Measured velocity 1637 284.8 

followed by L.T.R. 

Day 3 Measured velocity 1625 285.7 

followed by L.T.R. 

Day 4 Measured velocity 1619 287.2 

Day 7 Measured velocity 1642 286.8         
Table I shows the effect on V, of repeated thermal cycling 

down to 200 K on the Tb single crystal. It is observed that V, 

decreases after a low temperature run and that repeated thermal 

cycling over a period of four days produced a total decrease in 

V,~ 13%. At the end of the fourth day the sample was allowed 

to remain in the cryostat at room temperature and after a further 
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three days the SAW velocity was again measured at room tem- 

perature and was found to have recovered its original value. 

Some of this annealing of the residual stresses may have taken 

place in the araldite bond but it is more likely that the majority 

is produced by stress relief of the sample. No such effects have 

been observed in bulk ultrasonic propagation indicating that we 

are dealing with a surface phenomenon. 

The behaviour of both Gd and Tb in the paramagnetic phase 

is rather more puzzling. For the cubic Al the calculated and 

measured values of V, have the same temperature dependence in 

the paramagnetic phase. This is not the case for the hexagonal 

Gd and Tb where in every instance the measured temperature 

dependence is in excess of the calculated value. For different 

elements and for different crystallographic directions in a single 

element the ratio of experimental to computed gradients varied 

from 1.5 to 4 indicating again that it could not be an experimental 

error. There are two possible origins for these differences, either 

the mechanical properties of the surfaces of these rare earth 

metals are markedly different to the bulk or the theoretical 

expressions available for the calculation of V, are in error. 

Further work in in progress to illuminate these possibilities. 

The authors would like to thank the Centre for Materials 

Science, University of Birmingham, and particularly D. Fort for 

the provision of samples. One of us (M.S.N.) would like to 

acknowledge financial support from the University of Tehran. 
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EFFECTS OF UNIAXIAL STRESS ON THE 27084 cm—1 

AND 26942 cm—1! ABSORPTION LINES IN DIAMOND 

MariA HELENA NAZARE (!) and JOAO PAULO CASQUILHO (’) 

Departamento de Fisica e Centro de Fisica (INIC) 

3800 Aveiro, Portugal 

(Received 29 December 1981) 

ABSTRACT — This note reports uniaxial stress measurements on the 

27084 cm~1 and 26942 cm~-1 zero phonon absorption lines in type I, diamond. 

The centre where these transitions occur is shown to be trigonal. 

1 — INTRODUCTION 

The absorption line at 27084 cm~' (Fig. 1) was first reported 

by Clark et al [1] in irradiated and annealed type I, diamond and 

afterwards named H,,. According to Clark and Norris [2] this 

transition could occur at the H, defect. 

During the present study it was observed that the H,, 

absorption band was present both in natural and treated type I, 

diamond and was not detected in type II, diamond. 

The occurrence of the band in natural specimens is enough 

to cast some doubt about its origin being at the H, defect. We 

know now that the H, defect is produced when a radiation 

damage defect is trapped at the A centre and has a C,, point 

group (Davies et al [3]), although we must point out that even 

the H, centre has been detected in natural I,, diamonds and 

thought to have been produced through a process of natural 

irradiation and annealing. However the H,, band can not have 

its origin at the H, defect, since, as it is shown in the following 

sections, it occurs at a centre with trigonal symmetry, while 

the H, defect has a rhombic I symmetry. (Davies et al [3]). 

(4) Author for correspondence. 

(2) Now at Departamento de Fisica, Universidade Nova de Lisboa. 
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Fig. 1—The H,, absorption spectrum at liquid nitrogen temperature in a 
type I diamond, after electron-irradiation and annealing. Features connected 
by lines are the 26942 cm-—1 zero-phonon line and one-phonon band with 
hw ~ 170 cm—1 and Aw ~ 230 cm-1, and the 27084 cm~1 zero-phonon line and 

one-phonon band with #w ~ 350 cm-—1, 

2— EXPERIMENTAL DETAILS 

In the study of the 27084 cm~' and the 26942 cm~- absorp- 
tion lines a set of seven samples was used. All of them were 
natural I, diamond. Uniaxial stress measurements have been 
made at liquid nitrogen temperature. In all cases a Spex 1704 
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monochromator fitted with a 1200 lines mm-' grating was used. 

Light from a 150 W Xe arc lamp was polarized by a calcite 

prism and detected by an RCA C31034 photomultiplier. 

3—RESULTS AND DISCUSSION 

3.1—The H,, absorption band 

The H,, absorption band is shown in Fig. 1. The widths, 

spacings and splitting patterns under uniaxial stress suggest that 

the lines at 26942 cm-? and 27084 cm~' are zero-phonon lines. 

It is apparent from Fig. 1 that the zero-phonon line at 26942 cm-? 

is replicated by its one phonon-side band of #w~170 cm? and 

hw ~230 cm-! while the zero phonon line at 27084 cm~— is repli- 

cated by the one phonon side band of hw ~ 350 cm. 

During the present study we measured the integrated strength 

of the two zero-phonon lines at 77 K and observed that a corre- 

lation could be established in a set of seven diamonds (Fig. 2a). 

| 
27
08
4 

cm
 

-/
 

li
ne
 

    

  

26942 cm-l line 

Fig. 2a—Correlation of the intensities of the 27084 cm-1 and 26942 cm-1? 

zero-phonon lines in seven specimens, all of them natural de diamond; data 

taken at 77 K. Notice the different scales used for the two line intensities. 
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All the specimens were natural I, diamond; two of them had 
been irradiated at room temperature with 2 Mev electrons and 
then annealed at 800°C for about 30 minutes. The H,, absorption 
band was not detected in type II, diamond. 

3 
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Fig. 2b — Ratio between the intensities of the 27084 cm-1 and 26942 cm-1 
zero-phonon lines at different temperatures, 

The correlation together with the energy spacing between 
the two zero-phonon lines (142 cm~*) suggest that they occur 
at the same centre and are originated from a common ground 
state. We have measured the strengths of the two zero-phonon 
lines at different temperatures, all above 77 K, and found their 

ratio to be constant (Fig. 2b), 

  

Fig. 3— Effects of uniaxial stress on the 26942 cm-1 and 27084 cm-? zero- 
phonon lines. Spectra measured at 77 K for a stress of 1.6 GPa, The spikes 
show the theoretical results for an E to A, transition with the 7 spectra shown 
above and the o below the horizontal line. In 3a and 3b (facing page) spectra 
shown by full and broken curves are measured with electric vector of light 

parallel (7) and perpendicular (c) to the stress axis, respectively. 
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3.2 — Uniaxial stress data 

| Uniaxial stress of up to 2 GPa have been applied along 

<001>, <111> and <110> crystallographic directions; absorption 

| measurements have been taken at 77 K. Typical spectra are given 

in Fig. 3. The energy of the stress split components as a function 

of applied stress is given in Fig. 4. We consider first the line 

at 26942 cm~'. At higher stresses the intensities of the absorption 

components vary with stress. The energies of several of stress 

split components are seen to vary non-linearly with stress (Fig. 4). 

The intensities of many of the stress split components of the 

27084 cm~* line are also stress dependent. 

3.3 — Phenomenological interpretation of the data 

| At low stress the 26942 cm~ line splits in the way character- 

| istic of an electric dipole transition between an E and an A, 

| (or A.) state at a trigonal centre (Kaplyanskii [4], [5]). The 

intensity variations are consistent with thermalisation among the 

components of the E state, identifying it as the ground state. 

This is confirmed by the satisfactory agreement between Kaply- 

anskii’s first order perturbation theory and the experimental 

results for the stress split components, there being four arbitrary 

parameters in the theory (Table 1; Fig. 3). 

The line at 27084 cm~" in spite of being about 5 times 

stronger than the 26942 cm~ line is not ‘so easy to analise. Its 

stress splitting is inconsistent with any of the cases tabulated by 

Kaplyanskii [4], [5] and by Hughes and Runciman [6] and can 

only be understood if the transition occurs at a trigonal centre 

between two double degenerate levels (Davies and Nazaré [7]). 

Given the large number of predicted transitions and the thermali- 

sation effects in the split ground state not all the stress split 

components are observed (Fig. 3, Table 2). This tentative as- 

signment is supported by the fact that transitions at 26942 cm~? 

and 27084 cm" correlate in strengh (Fig. 2; 3.1) and that the 

26942 cm~* zero-phonon transition occurs at a trigonal centre. 
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TABLE 1— Effect of uniaxial stress on the 26942 cm-—' line 

  

Shift rate 
Initial   

Stress axis Line 

  
state Experiment Theory (*) ad 

<ol> og =) 0 A, — 2/3B — 2V2/3C 4 

7 7 8 A: + 2/3B +2V2/3C 10 

- 9 2  A+1/2A:—1/3B+2V2/3C 6 

B 5 40 A,+1/2A:+1/3B—2V2C 35 

EOS. y ry 20 Ai +12A0+8 12 

é P =30 Am IA —24 

vf . 34 Ar + As 34 

Sie |X ‘4 17 A. -1/3A:+8/9B—4V2/9C_ 19 

¢ =) —10 A.—1/3A;—8/9B+4V2/9C —22 
  

(1) The differences between the perturbations to the energies of the ground 

and excited states are shown in terms of the stress parameters, Ai, A», B and C. 

Kaplyanskii’s notation is obtained from the one used in this table through the 

transformations: Ai —» Aj; A: — 2 A:; B-» 3(B+C)/4; C -» 3 (B-C)/2 V2 

(?) Stress parameters used (units cm—-1 G Pa—1): Ai = 7.25, A, = 26.48, 

B = 17:67, ‘C = —:9.22. 

In view of the present data it is highly probable that the two 
zero-phonon absorption lines at 26942 cm-! and 27084 cm-" are 
electric dipole transitions occuring at the same trigonal centre 
from the same double degenerate ground state into an A, (or A,) 
and E excited states respectively. In this case it is evident that 
under large stresses the intensities of the lines are stress depen- 
dent not only through termalisation but also through interaction 

of neighbour states. That interaction is also responsible for the 

non-linearity of the shift rates of some of the stress split com- 
ponents. 
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TABLE 2— The effect of uniaxial stress on a E to E transition at a trigonal 
centre according to Davies and Nazaré [7]. 

  

  

Stress axis Initial state Final state Shift rate @) 

<001> 0 0 At + 2/3B, + 2V2/3C, 

ce) € At —2/3B, —2V2/3C, 

e 0 A’ + 2/3B, +2V2/3C, 

€ e At — 2/3B, —2V2/3C, 

soi 2 A Nene 
6 0 At— 1/3. Al + 4/9B, —4V 2/9, 

) e At — 1/3 A, —4/9B, + 4V 2/9C, 

€ 0 Al — 1/3. At + 4/9B, —4V 2/9C, 

€ € A, —1/3 A, —4/9B, + 4V 2/9C, 

<110> 0 0 At +1/2 Af + 1/3B, ~ 2V2/3C, 

3) e Al + 1/2 Al—1/3B, +2V2/3C, 

e é Al + 1/2A%—1/3B, +2V2/3C, 

€ 0 Al + 1/24 + 1/3B,—2V2/3C, 

0 9 Ar —1/2A,—B, 

0 e Ar—1/2A, +B, 

P s At—1/2A, +B, 

: 6 A’ — 1/2 A, —B, 
  

(1) The differences between the perturbations to the energies of the ground 

and excited states are shown in terms of the stress parameters A‘, A’ B,, B,, 

C, and C,. In terms of the basis set]|© >, |« > of an E electronic state the 

stress parameters are defined as: 

At FeO ey: Neha ee |es > 

A’, ose. eas ee |e8 > 

Bia <0°[Cp, [Or > F< 08/0, [OF > 

Cha Slee bear es OFT. ee 

The €, 5 C. € 
A,’ EQ 

and Chg are electronic operators transforming as 
BS 

A, and Eg ; the superscripts g and e label the ground and excited state.
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4— SUMMARY AND SUGGESTIONS FOR FURTHER WORK 

Uniaxial stress measurements have suggested that the transi- 

tions at 26942 cm? and 27084 cm~-' occur at a centre with 

trigonal symmetry, both from a common ground state. However, 

this is a tentative interpretation of the data, and it clearly 

requires further work namely on luminescence and uniaxial stress 

at liquid helium temperature. A detailed discussion of the vibronic 

system in Fig. 1 will be given later. 

We wish to acknowledge Dr. M. F. Thomaz for valuable 

discussion. We are also grateful to José Janudrio for the assistance 
with the experiments. 

Financial support is acknowledged to the Gulbenkian Foun- 

dation, the Junta Nacional de Investigacéo Cientifica e Tecnolé- 

gica, DIALAP and Sociedade Portuguesa de Empreendimentos. 
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THE ORIGIN OF THE «N2» ABSORPTION BAND 

IN NATURAL YELLOW DIAMONDS 

GORDON DAVIES 
Wheatstone Physics Laboratory, King’s College. 

The Strand, London WC2R 2LS, U.K. 

{Received 31 December 1981) 

ABSTRACT — The N2 band, which is partly responsible for the yellow 

colour of many natural diamonds is shown to correlate in strength with the 

well-known N3 band, and to occur at a centre with the same symmetry. 

Assuming the N2 and N3 bands are transitions at the same optical centre it 

is shown that the shape of the N2 band and the relative strengths of the 

N2 and N3 bands are consistent with the N2 band being a forbidden transition 

which is made allowed by vibronic coupling with the N3 band. 

1 — INTRODUCTION 

The majority of diamonds are brown or yellow in colour. 

These colours may be produced by a variety of crystal defects, 

such as the «H3» centre (a defect composed of two substitutional 

nitrogen atoms and a vacancy [l]), or the single substitutional 

nitrogen atom characteristic of «type Ib diamond» [2], or the 

«2.6 eV» centre (whose structure is unknown [3]), or the «N3» 

centre. This paper is concerned solely with the N3 centre, Its 

presence in a diamond may be identified by its characteristic 

absorption spectrum (Fig. 1). There is a sharp zero-phonon line 

observed at 24080 cm~' (2.985 eV) and a series of phonon side- 

bands stretching to higher energy. To lower energy lies the «N2» 

band. Although the N2 band has significantly smaller absorption 

than the N3 band, the N2 band absorbs light which is visible to 

the human eye, while the N3 band absorbs mainly in the near 
ultraviolet part of the spectrum. As a result, both the N2 and N3 
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bands,.contribute about equally to giving the diamond its perceived 
yellow colour. From a gemmological point of view the N2 band 
is therefore an important feature of a diamond, even though it is 
a relatively weak contributor to the absorption spectrum. This 
paper presents the results of the first detailed scientific study 
of the N2 band. 

Photon energy eV 

  

  
    

  

2-6 28 3.0 32 
T T T 7 1 T T TT?" 

0-1b 5 
Absorption | 

coefficient 
-| mm 

0.05}- 41.0 

0 405 

n i I | l 0 
20000 22000 24000 26000 

Photon wavenumber cm! 

Fig. 1—The absorption spectrum of a yellow diamond showing the N2 

and N3 bands, measured at liquid nitrogen temperature. The N2 band is 

also shown magnified ten times. 

Many studies have established that the N3 band is caused 

by an electric-dipole transition from a non-degenerate orbital 

ground state to a doubly degenerate excited state of an optical 

centre with C,, symmetry [4], [5], [6]. An electron paramagnetic 
resonance signal is produced by an electron spin of a half at 

the N3 centre [7], [8], [9] and from this EPR spectrum it has 

been suggested that the N3 centre is composed of three nitrogen 

atoms all bonded to one common lattice site [10]. The model is 

consistent with the C,, symmetry of the N3 centre deduced from 
the optical data. The presence of nitrogen is also consistent with 

the observations that the N3 centre may be synthesised when 
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nitrogen is made to migrate through a diamond during high 

temperature experiments [11]. 

When excited by near ultraviolet radiation the N3 centre 

emits a blue photoluminescence, with a spectrum which is approx- 

imately a mirror-image of the absorption band [12]. The radiative 

decay time [13] of the N3 luminescence is affected by the pres- 

ence of pairs of substitutional nitrogen atoms in the diamonds. 

Allowing for this, the intrinsic decay time of the N3 centre is 

41 +1 ns at low temperature (T < 400 K). At higher temperature 

the decay time becomes shorter, being less than 10 ns at T>700 K. 

Even at low temperatures the luminescence efficiency of the N3 

centre is only 0.3 (in the absence of extrinsic quenching by the 

pairs of nitrogen atoms). Thomaz and Davies [13] have suggested 

that these results arise because the electrons excited to the E 

level of the N3 centre are metastable and may de-excite to a 

non-radiative level of the N3 centre. At very low temperature 

it was assumed that tunnelling could occur between the E state 

and the nonradiative state, and at high temperature the electrons 

could be excited thermally over the energy barrier between the 

two states. The non-radiative state was postulated to be the excited 

state of the N2 absorption band. No resonant luminescence has 

been detected from this band —it is therefore non-radiative (for 

some as yet unspecified reason) as required by these ideas. It was 

suggested [13] that the N2 band is non-radiative because it is an 

electric-dipole forbidden transition; that is, the non-radiative nature 

of the N2 band is a feature intrinsic to the transition and is not the 

result of a fast non-radiative decay to other levels. This suggestion 

was based on a qualitative inspection of the N2 spectrum. In con- 

trast to the N3 band and almost all electronic transitions seen in dia- 

mond [14], [15], the N2 band does not have a sharp zero-phonon 

line at its low energy side (Fig. 1). Instead only broad structure 

is observed, reminiscent of phonon sidebands. This structure 

could be caused by a transition to the N2 electronic level plus 

a vibration, the role of the vibration being to introduce defor- 

mations in the centre which mix together the N2 and N3 electronic 

states, thereby transferring absorption from the N3 band to the 

N2 band. This model can only work if the N2 and N3 bands 

occur at the same optical centre. 

The first stage in investigating the N2 band is therefore to 

establish if it occurs at the N3 centre. In $3 data are presented 
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which confirm that the two bands correlate in intensity with 
each other. In §§ 4, 5 uniaxial stress measurements are reported 

which show that the N2 band occurs at a trigonal optical centre, 

as does the N3 band. Assuming then that the N2 band is a for- 

bidden transition at the N3 centre, we must investigate whether 

it is reasonable for the N2 band to be induced at its observed 

intensities by a vibronic mixing with the N3 states. The theory 

and calculations are presented in §6 and shown, in §7, to be 

consistent with the observed spectra. 

2— EXPERIMENTAL DETAILS 

Natural diamonds were used throughout this study, and all 
the measurements were made with the specimens at liquid nitrogen 
temperature. The diamonds were chosen to be apparently homo- 

geneously coloured to the naked eye. For the correlation data 

of Fig. 2, below, the N2 and N3 bands were measured through 

the same section of each specimen. Typical variations in band- 

strengths in different regions of the diamonds was + 5%, on a 

scale of several micro-metres. For the uniaxial stress measure- 

ments, the diamonds were polished to cubes of about 1.5 mm 

edges, with either (001), (110), (110) faces or (111), (110), (112) 
faces. The spectra were analysed using a Spex 1701 monochro- 

mator fitted with a DC-operated photomultiplier. 

3—N2, N3 CORRELATION 

Measurement of the strength of the N2 band is straightforward 

since all its features are wide (at least 200 cm~', 25 meV) and 

so they are negligibly broadened by the random strain fields 

present in all diamonds (e.g. as a result of substitutional pairs 

of nitrogen atoms [16]) and which vary from one specimen to 

another. The peak absorption coefficient at the lowest energy N2 

feature is therefore an adequate measurement of the N2 band. 

(This feature is at 20940 cm~', 2.596 eV). To measure the N3 

bandstrength it is convenient to use the zero-phonon line, inte- 

grating its absorption coefficient to allow for the variable line- 
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width in different diamonds. The data have been expressed in 

terms of the zeroth moment of the line: 

M, = [ dv a(v) /» 

where a(v) is the absorption coefficient in mm‘ at photon 

wavenumber v. In practice the zero-phonon line is often too 

intense for its peak absorption to be measured accurately. Then 

the absorption coefficient at the minimum near 25000 cm~* 

(3.10 eV) has been used instead and converted into a zero-phonon 

strength by means of the calibration data of Fig. 2a. This is an 

adequate procedure as long as there is no background wave- 

length-dependent absorption in the specimens (as there is in 

many brown diamonds [3], for example). The non-linearity in 

Fig. 2a is caused by the errors in measuring very strongly 

absorbing zero-phonon lines. 

  

  

        
  

  

T T 

0-01- @ Lb 4410.01 

N3 zeroth 

moment 

0.005+ L 0.005 

0 | 4 I 0 

0 05 1.0 0 0.05 04 

Absorption at 25000cm, Absorption at N2 line, 
mm mm 

Fig. 2—a) Correlation of the N3 absorption in the zero-phonon line and at 

the minimum of absorption near 25000 cm-! (3.10 eV), measured at liquid 

nitrogen temperature. b) Correlation of the N2 and N3 absorption in nine 

specimens measured at liquid nitrogen temperature. The data of figure 2, are 

based on a re-analysis of spectra taken for reference [8]. 

Fig. 2b shows the results of the N2/N3 correlation for nine 

specimens. The correlation coefficient is 0.995. These measure- 

ments confirm a similarly high correlation observed between 

the N2 and N3 bands in eighteen diamonds by Clark et al [17]. 
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From the spectra we may estimate the strength of the N2 
band relative to the N3 band. Clearly from Fig. 1 the N3 band 
is probably superimposed on the high energy tail of the N2 band, 
and there is no way of separating the two bands using the 

absorption spectrum. (In fact, if the vibronic model outlined in 

§ 1 is correct, there is no distinction between the N2 band and 

the N3 band: they are both parts of the same vibronic bandshape.) 

However, it is possible to measure the strength of absorption in 

the N2 band which lies on the low energy side of the N3 zero- 

phonon line, and also we can measure (as the «N3 strength») 

the absorption in the N2/N3 system on the high energy side of 

the N3 line. The two zeroth moments are related by: 

23800 29000 

My, / My; =J coco” a(v) vol /| dy a(v) yt (1) 
23800 

= 0.046 + 0.004 

4—UNIAXIAL STRESS MEASUREMENTS 

The effect of uniaxial compressions on the N3 zero-phonon 

line was reported by Crowther and Dean [5]. Data taken in this 

study (Fig. 3a) are in close agreement with that earlier work. 

The N2 line at 20940 cm~-' (2.596 eV) responds to stresses as 

shown, for the first time, in Fig. 3b. These data must be inter- 

preted remembering that the full width at half height of the N2 

line is 200 cm~* (25 meV). Consequently the apparent splitting 

of the line under < 001 > compression (Fig. 3b) is not reliable 

(it does not exceed 1/20 of the linewidths). On the other hand 

at the highest < 111 > stresses the N2 line observed with electric 

  

Fig, 3 (next page) — Energies of the stress-split components of (a) the N3 zero- 

-phonon line (upper diagrams), and (b) the N2 line (lower diagrams), taken at 

liquid nitrogen temperature under < 001 >, <111> and [110] compres- 

sions. Crosses show data taken with electric vector v of the light parallel 

to the stress s, circles are for v | s. For the N3 data with s|| [110], closed 

circles are for v||[110] and open circles for v || [001]. For the N2 data 

with s||[110], v is||[111]. The lines show the least squares fit of the 
Hamiltonian (equation 2) with the matrix elements listed in Table 1. N2 data 

labelled ‘d’ are predicted to be at the mean of lines c and e. 
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vector vy of the light polarised perpendicular to the stress axis s 

was 15 cm~* wider than the N2 line observed with vy || s. Assuming 
a Lorentzian lineshape for the N2 line, this implies an unresolved 

splitting of about 50 cm~* in the v | s spectrum. 

5— ANALYSIS OF THE UNIAXIAL STRESS DATA 

A trigonal optical centre like the N3 centre may have its 

main three-fold axis directed along any of the < 111 > axes of 

the diamond. One orientation has the three-fold axis along [111]: 

we will define this to be the Z axis of that centre. The X and Y 

axes are chosen to lie along [112] and [110] respectively. Y is 
normal to a reflection plane of the C,, centre. The Hamiltonian 
of the centre can then be written [18]: 

H=H, + Ca; (Sx + Sy +8,) + Chi: (8, tT 8, +8.) 

P Cex (Sxx - 8,2 S,.) ai Cey V3 (a. 8,,) (2) 

+ hx Bye + Sq—28,,) + Chy V3 (Sy,—S,) 
Here H, is the Hamiltonian at zero stress. The stress tensor 
components s; are defined with respect to the crystal axes x, y,Z 

of the diamond. The electronic operators C,,,...,Cpy transform 
under the operations of the C,, point group as shown by their 

subscripts. The lines on Fig. 3a show the least squared deviation 

fit of the Hamiltonian (equation 2) to the experimental data for 

the N3 line, assuming it to be an electric dipole allowed transi- 

tion between an orbitally non-degenerate ground state and an 

orbitally doubly degenerate excited state (§ 1). The matrix ele- 

ments of the c,,,...,Cky operators are listed in Table 1. These 
results are closely in agreement with those of Crowther and 

Dean [5]. 

The results for the N2 line are more difficult to analyse 

because of the large width of the line (200 cm", 25 meV, at zero 

stress). However, there is no resolved splitting with stress along 

<001> in contrast to the results for <111> and <110> stresses 

(Fig. 3b). This suggests that the N2 optical centre also has 

trigonal symmetry (so that all orientations of the centre make 

the same angle with the [001] stress axis, and so are equally 

perturbed.) Further, since an orbitally degenerate state at a trigo- 
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TABLE 1— Matrix elements of the operators c Ape by of equation (2) 

derived from least squares fits to figure 3. 

  

a) N83 zero-phonon line. 

Matrix element This work Reference [5] 

< EX|c,,|EX > — <Al|c,,|Al> 2 4 

< EX|c,,/EX>— <Al|c,,/Al> 62 69 

< EY |cpy | EY > 8 9 

< EY | chy | EY > 10 12 

Units are cm—1 (GPa) —1, typical uncertainty + 4 cm-1. (EX, |EY > 
are the zero-phonon levels of the E electronic states, | Al > the zero- 
phonon level of the A, ground electronic state. 

b) N2 line, N2 excited state as an A, state. 

<alle,,/al>— <Al|c,,|Al> 8 cm-—1 (GPa) -1 

<al|c,,jal > — <Al]c4,|Al> 13 cm=-1 (GPa)-1 

Here |al > is the excited state of the N2 line, | Al > its ground state. 

c) N2 line, N2 excited state as an A, state. 

<A2|c,,|A2>— <Allc,,|Al> 9.5 cm—1 (GPa) —1 

< A2|c4,|A2 > — <Allc,,/Al> —21 cm! (GPa) -1 

Here | A2 > is the excited state of the N2 line, | Al > its ground state. 

  

nal centre is split by a < 001 > stress [18] we conclude that 
both the ground and excited states of the N2 line are non-degen- 
erate, or that if they are degenerate, the degeneracy is difficult 
to lift through applied stresses. 

At a trigonal centre a transition between non-degenerate states 
is allowed when the electric vector of the light is parallel to the 
trigonal axis [19] (i. e. the Z axis as defined above). For this 
case, the least squares fit of the Hamiltonian (equation 2) to the 
data in Fig. 3b yields a close fit with the matrix elements listed 
in Table 1b. However, if the N2 line is an allowed transition 
we have to explain the lack of luminescence from it, and (more 
difficult) the extreme width of the line. 
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As an alternative we consider the N2 line to be a forbidden 

transition between non-degenerate states at the N3 centre, as 

implied by the stress data of Fig. 3b and the correlation of 

Fig. 2b. In this model the N2 transition is allowed through 

vibronic mixing with the N3 level (§ 1). Since the N3 transition 

is an allowed electric dipole transition between non-degenerate 

and doubly-degenerate states it occurs when the electric-vector 

of the light is polarised perpendicular to the trigonal axis of the 

centre (i. e. in the XY plane as defined above). The N2 transition 

is then expected to split under stress. as expected for a «o» oscilla- 

tor at a trigonal centre, in Kaplyanskii’s notation [19]. Under 

<111> stress two stress-split components are predicted [19] 

when the electric vector vy of the light beam is perpendicular to the 

stress axis s. In the experiment only one component is resolved 

(Fig. 3b) although from the linewidths it is likely that there are 

two unresolved components (§ 4). Assuming that the observed 

line is at the mean position of the two predicted stress-split 

components, the least squares fit of the Hamiltonian (equation 2) 

to the data yields the fit shown in Fig. 3b with the parameters 

of Table lc. Inspection of this fit shows that two lines expected 

with vy | s for s||<111> would indeed not be resolved. 
The uniaxial stress data are thus consistent with the N2 line 

occurring at a trigonal centre, between non-degenerate orbital 

electronic states but with an electric dipole in the XY plane per- 

pendicular to the trigonal axis of the centre. This assignment 

is in agreement with the model of § 1 in which the N2 band is 

vibronically induced from the N3 band. (An XY dipole transition 

between non-degenerate electronic states does not violate group 

theory selection rules because the N2 excited state is interpreted 

as a vibronic state which transforms as the E irreducible repre- 

sentation: see § 6 below.) 

6—A VIBRONIC MODEL 

The data presented in § 4 and § 5 are consistent with the 

model that the N2 transition is an electric-dipole forbidden transi- 

tion and is observed through vibronic mixing with the N3 transi- 

tion. In this section we will investigate a simple model which 
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describes the interaction, to see if the order of magnitude of the 

parameters used in the model are plausible. 

For definiteness we assume that the ground state of the N3 

line transforms as A, in the C,, point group, and that the N2 

level is an A, state: the transition from A, to A, is electric dipole 

forbidden in C,, symmetry [20]. The doubly degenerate N3 

excited state must transform as E. Next we specify the relevant 

phonons at the optical centre. The dominant phonons observed 

in the N3 vibronic bands are the totally symmetric phonons [21]. 

However these are incapable of making the A, and E electronic 

states interact. For the vibronic mixing we must consider E modes 

of vibration at the centre. These E modes can produce a Jahn- 

Teller effect in the E states, and Thomaz and Davies [13] suggest- 

ed that the radiative decay time measurements on the N3 band 

gave evidence for a weak Jahn-Teller relaxation. We will there- 

fore consider the interaction of the A, and E electronic states 

brought about by one E mode of vibration which can also produce 

a Jahn-Teller effect in the E electronic state. By considering only 

one E mode, and by ignoring all the A, modes, we can minimise 

the number of parameters required by theory, although at the 

expense of realism. 

If we switch off the interaction between the A, and E states, 

and also switch off the Jahn-Teller effect in the E states, we 

can write the vibronic states as Born-Oppenheimer products of 

electronic states (denoted by ¢) and harmonic vibrational states 

(denoted by x): 

Yarpa Ts Qxs Qy) = bar ©) Xp (Qx) Xa (Qy) 

Varpq Ts Qxr Qy) = $a2 ©) Xp (Qu) Xq (Qy) 

Vexpa (Fr Qxr Qy) = $x M) Xp (Qx) Xq (Qy) 

Yevpq (Ts Qk, Qy) = Hy (©) Xp (Qx) Xq (Qy) 

(3) 

Here, Q, and Q, represent the vibrational coordinates in the 

E mode, and r represents the electronic coordinates. The integers 

p,q are the mode occupation numbers. The adiabatic potentials 

in the A,, A, and E states are 

V=EW, + hme? (Qe + @) (4) 
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where W, is the energy of the relevant electronic state, hw is the 
quantum of the E vibrational mode and m is its reduced mass. 
We now introduce the additional terms: 

V’ = dx Qx + dy Qy (5) 

into equation 4. The electronic operators d have matrix elements 
between the A, and E electronic states of 

—| dr $dxdx = fdr p¥dydy = fdr gkdyoy = fdr g$dygy = k 
(6a) 

and 

J ar ody bar = — fdr b8dybao = fdr oh.dyox = — far ghidepy = c 
(6b) 

with all other terms zero. These operators, which describe the 
perturbations produced by atomic movements Q,, Qy, are related 
through the elastic constants, to the operators Cexs+++) Chy Which 
describe perturbations produced by stresses. The important diffe- 
rence between the vibronic mixing and the stress perturbation is 
that the vibronic term depends linearly on the vibrational coordi- 
nates Qx, Qy while the stress perturbation is independent of the 
vibrational coordinate. Matrix elements of the stress perturbation 
taken between the uncoupled states of equation (3) are only 
non-zero for states of the same vibrational quantum numbers. 
Matrix elements of V’, the vibrational coupling, exist only between 
the uncoupled states of equation (3) which differ by one in one 
of the vibrational occupation numbers: For example the term 
dxQx has non-zero matrix elements between the uncoupled states 
of equation (3) of: 

J ar dQx dQy Ysa IxQx Vex png = — KL + 1) h/ may] 
(7) 

far dQ x dQ y Wx 20q dx Qx Yeyp+ig — — €[(p + 1) h4/(2mo)]”% 
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The Jahn-Teller relaxation energy S,,,, measured in units of ho, of 

the E electronic state due solely to the effect of V’ on the EX 

and EY electronic states is: 

Sexe = k?/2miio* (8) 

Similarly we define a parameter S,, to describe the interaction 

of the A, and the E electronic states as: 

Sap = C2/2mho® (9) 

The problem has now been reduced to determining the eigen- 

vectors and eigenvalues of the secular matrix given by expressions 

like equations (6) to (9) in terms of the uncoupled basis states of 

equation (3). The calculations have been carried out using the 

parameters contained in reference [13]: i.e. with S,.,. = 0.69 and 
with the energy difference (W,-W,,) of the electronic states at 

Qx = Qy = 0 (equation 4) being W,-W,, = 4.625 ho. The energy 

origin was defined at W, = 0. Results are given in Figs. 4 to 6 

  

    

  

          

  

. 1 1 | 015 

2- a 7 b N2 

energy absorption 

it units of L oy 

hus 

“# ‘ 0.05 

- b Pe a 

| i it l 0 

0 05 1.0 0 0.5 1.0 

Coupling term c 

Fig. 4— a) Lowest energy vibronic levels for the model of § 6. Parameters 

used are: k—=1.17, m=—1, te=I1, W,=0, W,. = —4.625. Broken line 

shows N3 «zero-phonon» state. b) Intensity of all the transitions with 

energies less than the N3 zero-phonon line, using the parameters as in (a). 

The N3 zero-phonon line was formally defined as the lowest energy transition 

with over 0.2 of the total absorption. The horizontal line shows the value 

derived from equation (1). 
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as functions of the coupling c. Fig. 4a shows the energy levels 

for the lowest vibronic states. With increasing S,, the N2 levels 

move to lower energy. Qualitatively this movement may be 

thought of as arising from the repulsion of the ‘N2’ levels as the 

interaction between them is increased. More quantitatively we 

can get some insight into the behaviour of this system by looking 

at the adiabatic potential surfaces given by equation (4) modified 

by equation (5). These potential surfaces are the solutions for V 

of the determinantal equation: 

W, + U—kQ,— V kQy cQy 

kQy W;,+U+kQx—V — cQy =0 

cQy — €Qx Wat U—v 

(10) 

where U denotes 14 mo’ (Qi + Q?). Cross-sections through the 

surfaces and computed energy levels are shown in Fig. 5. 

The repulsion of the ‘N2’ and ‘N3’ levels as S,, increases 

causes sucessive vibronic levels of the ‘N2’ set to cross the ‘N3’ 

zero-phonon level (Fig. 4a). At these crossing points there is a 

particularly large effect on the calculated shape of the absorption 

spectrum (Fig. 6). The spectra have been calculated from the 

eigenvectors of the vibronic secular equation. Light polarised along 

the X axis of the optical centre (as defined in § 5) can induce 

transitions only from the state y,aio9 tO %ex09 When the vibronic 

interaction V’ is switched off. At 0 K and V’ = 0 this would be 

the only transition allowed, in this model. With V’ +0 the vibronic 

eigenstates are linear combinations of the uncoupled states 

Yarpq + YEYpg: Transitions with X polarised light can then occur 

from Wajio9 to any vibronic state which contains an admixture 

Of Yexo9- The relative intensity of the transition is simply the 

square of the coefficient of the Yexo) term in the linear combi- 

nation. 

From experiment we know the strength of the N2 band rela- 

tive to the N3 band (equation 1). Similarly we may calculate the 

total absorption strength predicted to lie at energies below the 

N3 zero-phonon line in spectra like Fig. 6. The result, Fig. 4b, 

shows a series of peaks at the resonance conditions when the 
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‘N2’ vibronic levels coincide with the ‘N3’ zero-phonon level. In 
reality there is not a single E vibrational mode which interacts 
with the electronic states, and the vibronic coupling is spread out 
over a range of vibrational frequencies. Consequently these reso- 

nances will not occur to the extent shown on Fig. 4b: these 

large peaks are an artifact of this single mode model. However 

it would be reasonable to expect to see some small resonance 

effects near to the N3 zero-phonon line, and possibly the structure 

near 23800 cm~ (2.950 eV) is caused by this mechanism. 

  

    

        

  

  

5 0 § 2 <5 0 5 -5 0 5 
[ T 1 I T 4 I T =] 

N3. 
c=0 N3 c=02 c=04 

| Li mad | TT 

c=045 c=07 eat N3 

N2 
| I lies A 1 lI ie, N\ I at 

t L j t N ] L nt J 

“5 0 Su=5 0 5 -5 0 5 

Energy (units of hw) 

Fig. 6 — Calculated spectra with m= 1, iw — 1, W,, = 0, Wy. = — 4.625 and 

k= 1.17, for different values of c. Each of these lines is the «zero-phonon» 

line for a suitable progression of totally symmetric phonon sidebands. 

Ignoring the resonance peaks on Fig. 4b, the required rela- 
tive strengths of the N2 and N3 bands are obtained when 

Sar = 0.4. The calculated bandshape is then as shown in 

Fig. 6. For comparison with experiment we have to imagine each 

of the spikes in Fig. 6 as acting as the ‘zero-phonon’ line for the 
progressions of totally symmetric phonons [21] which have been 
ignored in this model. There is, however, consistency with the 
measured spectrum of Fig. 1 in that the N2 band is predicted 

to have its strongest feature at the low energy side (the ‘N2 line’). 
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7 — SELF-CONSISTENCY CHECKS ON THE 

VIBRONIC MODEL 

The model proposed for the origin of the N2 bands has the 

following properties in agreement with experiment: 

i) It requires the N2 and N3 transitions to occur at the same 

optical centre, and hence the N2 and N3 bandstrengths must 

correlate linearly with each other, as observed in Fig. 2b, and 

the symmetry of the N2 optical centre has to be the same as 

the symmetry of the N3 centre, since they are identical, and this 

has been demonstrated in § 5. 

ii) The N2 electronic transition is a forbidden electric-dipole 

transition. Therefore, after excitation into the N3 level, any 

de-excitation process which takes the centre into the N2 vibronic 

levels will lead to a strong quenching of the luminescence because 

the zero-phonon transition from the N2 zero-phonon state to the 

taioo State remains forbidden even after allowing for the vibronic 

interaction. It is predicted from the model that weak luminescence 

transitions will occur near 18550 cm~', 2.3 eV, as the N2 zero- 

phonon level decays to the one phonon states ajo and ajo: 

These transitions are predicted to have less than 10~? of the N3 

luminescence transition probability and a width of 200 cm 

(25 meV), since, like the N2 absorption line, they are transitions 

which create one of the E modes of vibration. Not surprisingly, 

these transitions are not convincingly observed in the low tempe- 

rature luminescence spectrum. 

To these general results we can add: 

iii) The calculated N2 absorption bandshape has the N2 line 

(i.e. the lowest energy feature) as the strongest line (Fig. 6), 

and this is as observed (Fig. 1). 

iv) The strength of the interaction required to produce the 

observed N2 bandstrength is S,,= 0.4. The definition of Sy, 

was chosen in equation (9) to be analogous to a Huang-Rhys 

factor. At deep levels in diamond Huang-Rhys factors are typically 

of the order of unity, and in particular S values close to 0.5 are 

observed in the pseudo-Jahn-Teller distortions occurring at the H3 
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and H4 optical centres in diamond [15]. The vibronic coupling 

derived for the N2 and N3 levels is therefore typical for diamond. 
v) The mixing of the uncoupled states of equation (3) leads 

to the observed N3 zero-phonon level containing some admixture 
from ¢,, This admixture lowers the probability of luminescence 
transitions from the N3 zero-phonon level to the ¢,, electronic 
state. From the calculations of § 6, and again smoothing out the 
resonance effects at the values of S,,; which give level crossing, 
the N3 luminescence decay time is predicted to be 10 % longer 
than the radiative lifetime of the pure ¢,x or gy to $,, transition. 
This provides a small contribution to making the radiative decay 
time of the N3 luminescence decay time (7 = 150 ns after allowing 
for the non-radiative decay to the N2 levels [13]) so much larger 

than the values. reported for other electric dipole transitions in 

diamond (typically ~ 20 ns [22]). 

A positive test of the vibronic model would come from 

applying a static deformation to the diamond so as to induce 

absorption transitions between the ¢,, electronic ground state and 

the N2 zero-phonon level. To a good approximation the N2 zero- 

phonon level is composed solely of the ¥,,) state of equation (3). 

The N2 one-phonon states (which are observed as the N2 line) are 

admixtures of the y,.9, state with Ypyo), and the ¥,,,) state with 

Ypyoo (See equation 7). It is the dex and ¢,, components which 

make the N2 line observable. With an applied static stress which 

transforms, say, as EX, the 9) (N2 zero-phonon) state interacts 

with the %gyo9 Component of the %,4.19, YEyoo (N2 one-phonon) state, 

transferring intensity to the N2 zero-phonon line. Additional 

mixing occurs directly between the N2 and N3 zero-phonon lines. 

The experiment consists of applying measured stresses to the 

diamond while the known parameter S,, in the vibronic model 

refers to atomic movements Q,, Q, (equations 5, 6, 9) at the 

N2/N3 optical. centre. To estimate the size of the induced N2 

zero-phonon line we must therefore convert the known parameter 

Sar to a stress matrix element by means of a suitable elastic 
constant which will differ from the known elastic constants of 

diamond because of the presence of the optical centre. To do 

this we make the assumption that the elastic constants near the 

optical centre are the same for all the vibronic levels of he 

N2/N3 excited states. Now, the relaxation energies S,,, S;,. are Exe 
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proportional to the squares of the matrix elements c and k (equa- 

tions 6, 8, 9). Since, from Table 1, 

< EY |cg,|EY > = < EY|cpx|EY > 

for the N3 states we estimate the interaction of the A2 and E 

electronic states by: 

J dr $42 Cex Py ~{ dr $42 Crx Sey ~ (Sgr/Sexe)* | dr bfy Cex ey 

The integral on the right is obtained from Table 1 for 

| dr bby Cex bey = < EY|Cpx|EY > .K(E)™ 

where K(E) is the Ham reduction factor [23] with a value 

K (E)=0.6 at Sp,-=0.69. Hence | dr ofy Cex py ~ 11 em-* (GPa)-. 
This value may be scaled into the vibronic secular matrix (§ 6) 

since we have already assumed that wo = 1186 cm~-'. Thus 

J dr ky Cex dpy ~ 0.01 ko (GPa)—?. From the eigenstates of the 

vibronic secular matrix including a < 001 > stress of 3 GPa the 

strength of the induced N2 zero-phonon line is predicted to 

be ~10-‘ of the total N2 and N3 absorption. Experiments to 

observe this line with < 001 > stresses of up to 2.5 GPa applied 

at liquid nitrogen temperature have not shown detectable absorp- 

tion, but an N2 zero-phonon line would only have been detected if 

its strength exceeded approximately 2 10~* of the total absorption. 

No change in the N3 radiative decay time has been observed under 

< 001 > stresses by M. F. Thomaz (private communication); and 

again the effect predicted by the theoretical model is very small. 

Finally, the vibronic model discussed here has ignored the 

effects of totally symmetric modes. For the N3 zero-phonon line 

the largest stress response is given by the < EX|ci,|EX > term 
(Table 1) which describes the perturbations produced by totally 

symmetric, volume-conserving compressions along the trigonal 

axis of each centre (i.e. stresses 2S77-Syx-Syy in the coordinates 
defined at the beginning of § 5). This coupling is presumably 
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responsible for the N3 band being predominantly coupled to 
totally symmetric modes [21]. The totally symmetric perturbations 
of the N2 line are about three times smaller (Table lc) implying 
a Huang-Rhys factor for the N2 totally symmetric coupling some 
9 times smaller than for the N3 line. This is qualitatively as 
observed (Fig. 1): there are no pronounced phonon sidebands of 
the N2 line as there are for the N3 line. 

The difference in the totally symmetric coupling for the N2 
and N3 lines has an effect on the vibronic theory. The interaction 
of the $4, and gx, ogy States is quenched by their relative dis- 
placements in the totally symmetric modes, analogous to a Ham 
reduction, However, the effect is not very large. Each vibronic 
matrix element (equation 7) is reduced by a factor determined 
by the overlap of the totally symmetric vibrational states. This 
factor will be less than about three for the vibronic states of 
interest and will not affect the general results given here. 

8 — SUMMARY 

Experimental data presented in this paper confirm that the 
strengths of the N2 and N3 absorption bands correlate with each 
other (Fig. 2). Uniaxial stress data on the N2 line have been 
shown to be consistent with it occurring at a trigonal centre (§ 5) 
as does the N3 line. The different magnitudes of the stress re- 
sponses of the N2 and N3 lines are consistent with the different 
strengths of their phonon sidebands (§ 7). The suggestion [13] 
that the N2 line is a forbidden transition made allowed by vibronic 
interaction with the N3 level has been shown to be quantitatively 
reasonable (§ 6). Positive confirmation of this model has not been 
achieved. The theory predicts that the N2 zero-phonon line will 
be induced by stress, but will be too weak to observe, and experi- 
ments have not detected it. However the model does provide a 
natural explanation for the large width of the N2 line, and for the 
lack of luminescence observed from the N2 line (§ 7). 
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