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ABSTRACT —A review is made of some of the frontiers in nuclear 

research with heavy ions. Recent results from studies of nuclei far from 

stability, very high spin states and nuclear molecules with Z= 184 are 

given. New applications of nuclear techniques in medicine, positron emission 

tomography and nuclear magnetic resonance, also are presented. 

1 — INTRODUCTION 

The last decade has seen the development of exciting new 

frontiers in basic nuclear science and in the application of nuclear 

science in important societal problems such as health care and 

energy. New accelerator facilities which can give beams of heavy 

ions all the way to uranium with up to 10 and more MeV per 

nucleon and in some cases over 1 GeV per nucleon are opening 

up many exciting, new areas in nuclear, atomic and solid state 

physics, astrophysics, chemistry, materials science, and beyond. 

From the broad spectrum of basic and applied nuclear science, 

a few limited examples were selected to illustrate some of the 

new frontiers and the excitement they are generating. In basic 

research, examples are drawn from studies of nuclei far from 

(*) This paper is based on two talks, one delivered and one prepared 

for the Third National Physics Conference of the Portuguese Physical Society 

(Coimbra, June 1982). 
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the stable ones found in nature, nuclei under conditions of high 
angular momentum, and the properties of atoms with Z up to 188 
and tests of quantum electrodynamics of very strong fields. In 
applied research, there is again a broad range from uses of heavy 
ions to initiate the fusion of hydrogen into helium in a fusion energy 
reactor to nuclear medicine. Within the last several years, new 
applications of nuclear techniques in positron emission tomo- 
graphy and nuclear magnetic resonance offer the promise of 
revolutionizing diagnostic medicine. Illustrations of the power of 
these new techniques are given. 

Three sections of this paper were prepared from a talk given 
at the Third Portuguese National Physics Conference. These 
sections are intended to be only illustrative and not comprehensive 
as in a regular review article. The fourth section was prepared for 
the conference but in the absence of the second author presented 
only briefly by the first. We have given full attention to the 
exciting developments in the studies of atoms with Z up to 188 
in this combined paper. 

2— SHAPE COEXISTENCE AND SUPER DEFORMATION 
AROUND Z=N = 38 

For over two decades after Bohr and Mottelson [1] described 
collective excitations in nuclei with rotational motions in deformed 
nuclei and vibrational motions in both spherical and deformed 
nuclei, the classification of a nucleus as a deformed rotor or 
spherical vibrator clearly defined its shape and the general features 
of its structure. Regions of deformation occurred essentially in 
heavy nuclei where the neutron number is far removed from closed 
shells. Additional regions of deformation were expected in similar 
regions labelled one and three (Fig. 1). Near the closed shells or 
below N = 50 where N and Z were never very far from a magic 
number, nuclei were considered spherical with only a few excep- 
tions and were described by shell or vibrational models. 

The discoveries of the coexistence of overlapping low energy 
states with well deformed and near spherical shapes in both the 
light mercury nuclei far off stability [2,3] and in Se (refs. 3-5) 
helped break down the idea that a given nucleus had one fixed 
shape. The bands built on the different shapes in 184-1889 are 
shown in Fig. 2. The 2 -> 0 energies in the two bands are inversely 
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Fig. 1— An older chart of the nuclides as functions of N and Z with the 

nuclei in the valley of beta stability inside the ellipse. The closed shells are 

shown by lines and the known and then predicted new regions of deformation 

far off stability are identified by circles. 
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Fig. 2— Energy levels in 184-188Hg where coexisting bands of levels built on 

different shapes are observed [2, 3]. 
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proportional to the moments of inertia and so show clearly the 
large differences in deformation in the two bands. Now shape 
coexistence is reported in many regions of the periodic table 
including at both low and high spins as can be seen, for example, 
in numerous papers in the Proceedings of the most recent Con- 

ference on Nuclei Far From Stability at Helsingor, 1981. 
The A = 60 to 84 region has become an important, new testing 

ground for many types of nuclear structure models because of the 
richness of different collective motions and structures which are 
found in this region and the rapid changes seen in some structures 
with the addition of only two protons or two neutrons. Some of 
the variety of different structures and the rapidity of their changes 
can be seen in an earlier survey of the moments of inertia as a 

function of the rotational frequency (fo )? for the yrast states in 

nuclei in this region (Fig. 3). Note the striking difference between 

Ge with its triple forking at 8+ and two back bends of J as 
discovered by de Lima et al. [6] and the single band with forward 

ORNL-OWG 78-21494 
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Fig. 3— Moments of inertia for the yrast cascades in A = 60-80 region [5]. 

bend in “Se. The first nucleus studied to high spin was “Se 

(ref. 4) and its strong forward bend of J, very like the forward 

bends of J seen [2,3] in 1*4"8SHg, was similarly interpreted in 

terms of shape coexistence [3-5]. While there is definite exper- 
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imental evidence [7, 8] supported by theoretical calculations [7, 9] 

that the low lying 0} states in " {%Ge indeed have much larger 
deformations than their ground states as in ® 74Se, they have no 

well developed rotational bands built on the 0} states. This was 
considered by some as a serious problem for the shape coexistence 

picture. 
Recent studies [10] of ™ Kr have illuminated the origin of 

the shape coexistence in this region and given evidence for super 

deformation of the ground states where both N and Z are at or 

near 38. The 2;+ — 0+ energy does not indicate super deformation 

in “Kr,,. The origin of the masking of the strong deformation 

now is understood in terms of the interaction of two close 

lying 0+ states [10]. A similar masking is now understood to occur 

in the light Pt isotopes. Simultaneously, Méller and Nix [11] carried 

out calculations that predicted that nuclei in this region around 

N = Z = 38 should have the strongest ground state deformation 

of any nuclei, with @ ~ 0.4. Likewise, the recent analysis of the 

levels of “-®°Kr in the collective potential energy surface approach 

of the Frankfurt group [12] indicate shape coexistence and large 

deformations in “ **Kr. New studies in the Sr nuclei [13, 14, 15] 

support this conclusion. Indeed, we have found experimentally [10] 

and independently predicted theoretically [11] a new region of 

strong deformation. The understanding of the origin of this defor- 

mation gives insights into nuclear shape coexistence in a wide 

range of different masses. 

Our studies of the light Kr isotopes provide the clues to 

understanding this region. The B(E2; 20) for 7 8 8% 8, séKr 

were measured by Sakamoto et al. [16]. They found nearly a 

factor of 10 increase in B(E2) strength in going from N = 50, 

Kr, B(E2; 2-0) = 6.5 spu to “Kr where it is 51.8 spu. This 

suggests the onset of large collective effects possibly associated 

with deformation. However, the 2— 0 energies (455-617 keV) do 

not suggest large deformation. 

We investigated the levels in “Kr and our results are shown 

in Fig. 4 (ref. 10). Note the dominance of rotational-like band 

structures. We measured the B(E2) strengths of the transitions 

from the 4+ to 10+ levels by Doppler-shift, line-shape analysis [10]. 

Both singles and concidence spectra line shapes were analized. 
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Fig. 4— Energy levels in “Kr from in-beam studies [10]. 

The results are given in Table I along with similar results more 

recently obtained by Winter et al. [17]. The B(E2)’s show sur- 
prisingly large collective strength—the largest of any nucleus 

in this region. For comparison the B(E2),,,/B(E2),, for the 

2—0 and 4-— 2 transitions in * 7*Ge are of the order of 10-20. 

These data provide strong evidence for large collective effects 

associated with nuclear deformation. From the 2+ to 10* level, 

the B(E2) values generally follow the gradual increase expected 

in a rotational model in sharp contrast to the rapid increase in 

B(E2) in a vibrational model. 

Note in “Kr that the energy of the first excited, 07, level 

has continued to drop sharply relative to the 0 ground state 

as N decreases analogous to the similar sharp drops seen in Ge 

and Se nuclei around N = 40. But there is no rotational band built 

on it as in "Se. The only feeding to the 0+ level is from a 2+ 
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TABLE I— Measured mean lives and extracted B(E2) values [10,17] for 

transitions in 7¢Kr, 

  

  

  

          

Ey Tmean © 

(keV) i * (ref. 10) (ref. 17) Average celia 

424 at —> O+ 53(7) 7 35(3) if 40(5) 78(9) 

611 4+ ~—>» 2+ 5.0(20) 3.5(10) 4,2(10) 120(30) 

825 6+ ~—» 4+ 1.25(12) 0.9(2) 1.12(10) 99(10) 

1020 8+ — 6+ 0.30(3) 0.32(4) 0.31(3) 125(12) 

1188 10+ -—» 8+ 0.14(2) 0.18(4) 0.15(2) 120(20) 

1278 (12+) — 10+ 0.24(5) * | 52(11) * 

  

* Composite state plus feeding lifetime and composite B(E2) com- 

pared to single particle values. 

+ E. NOoLte et al., Z. Phys. A268, 267 (1974). 

{+t J. KEINONEN et al., Nucl. Phys. A376, 246 (1982). 

level at 1688 keV. Note the 2+ > 0} energy of 917 keV is more 

than twice the 2+ — 0; energy of 424 keV. This is in sharp contrast 

to **Se where these two energies are the reverse, eg., the 2+ > 0 

energy is low compared to the 2+ > 0+ energy. A (2+ ) > 2+ > 07 

cascade (882-917 keV y rays) is seen in UNISOR studies [18] of 

the decay of “Rb. All these data indicate that something different 

and unsual is happening in “Kr. 

We carried out a similar study of the energy levels in “Kr 

(ref. 10). The moments of inertia for **°°Kr are shown in Fig. 5. 

One can see from Fig. 5 that at low spin, J of each band becomes 

larger when going from N = 44 to N = 38, except for “Kr where 

the point corresponding to the 2—0 energy in “Kr strongly 

deviates as first noted by Funke et al. [19]. This tendency also is 

seen in “Kr to a lesser degree. These nuclei exhibit forward 

bends in J above the 2; states analogous to those in ® "‘Se,, ,, 

which were interpreted (refs. 3, 4) in a shape coexistence picture 

with bands built on the ground and 0; states of quite different 

deformations. All the above data led to the suggestion that the 

ground state of “Kr is well deformed and the 0} level is asso- 
ciated with a near-spherical shape [10], in contrast to the reverse 

situation in 7 Se. A similar situation should be occurring in ‘Kr. 
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How can we understand large ground state deformation but 
relatively small J ’s extracted from the relatively large 2—>0 
energies in “*"*Kr? The relatively large 2— 0 energies and corre- 
sponding small J in ™ Kr, which make these nuclei look less 
deformed than they really are, can arise from an interaction 
between the 0+ deformed ground states and higher states such 
as the 0+ states to push down the 07 energies. Shape coexistence 
for N ~ 38 nuclei is related to the number of protons which deli- 

cately controls whether a deformed shape or near-spherical shape is 

lowest in this region. Our “ ‘*Kr data give evidence that their 

ground states have remarkably large deformation. 

  

20+ 

I /y2 

[MeV] 
154 

10+ 

  

      T T 

fo) 0. 0.2 0.3 (hw) 0.4 [MeV?| 

Fig. 5—-The moment of inertia of the yrast cascades are shown. The dashed 

lines correspond to an extrapolation back to low spin of a Harris parame- 

trization of the states with I= 6 - 10 where J is linear [10]. 

The origin of strong deformation and shape coexistence in 

this region can be attributed to the gaps in the single-particle 

spectrum seen in Fig. 6 at N (or Z) = 40, § ~ 0, and N(Z) = 38, 

§ ~ 0.3, that stabilize the nuclear shape. Evidence for the spherical 

subshell closure around N = 40 is found when Z is close or equal 

8 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983
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Fig. 6 — The Nilsson single particle spectrum for protons. Note the gap at 

N = 38 for large deformation. The neutron spectrum is similar. 

to 28 or 50, or around Z = 40 when N ~ 28 or 50 because then 

the protons (neutrons) prefer a spherical shape, as seen for 

example in SSNi,, (9°Zr,,) . However, as Z moves away from 28 

or 50 the level density for a spherical shape becomes very high and 

the minimum of the proton deformation energy moves to deformed 

shapes and similarly for the neutrons which have almost identical 

Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983 9
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single-particle levels. Away from Z(N) = 28 and 50 closed shells, 

maximal deformation is expected at N(Z) ~ 38. However, the 

deformed state can coexist with a nearly spherical configuration 

in a delicate balance. Which one is lower depends on the proton 

number. For ™ (Ge,, ,, and ™ {iSe,, ,, the coexistence of nearly 
spherical ground states with deformed 0} states has been 
reported [3, 5,7] as noted earlier. In *:74Se, the deformed band 

becomes yrast at I ~ 2—4 because of its lower rotational energy. 

For the Ge isotopes, the bands built on the two different shapes 

are not well developed and so not seen because of the smaller 

deformation (two protons less than Se). In the Kr isotopes, the 

36 protons favor deformation even more. 

To quantify our interpretation, we analyzed [10] the Kr yrast 

bands in a two-band mixing model. For I= 6h, where J is nearly 

linear, we considered the yrast levels to be purely deformed. 

The up bends above 8+- 10+ (Fig. 5) are related to the alignment 

of a g,,. proton pair. The position of the unperturbed deformed 
levels were determined by extrapolating the linear part of J (7) 

down to w = 0. This corresponds to a Harris or variable moment 

of inertia (VMI) parametrization of the deformed g bands. The 

extracted unperturbed 2->0 energies in the deformed ground 

bands are 200 and 237 keV in ™ “Kr, respectively. By scaling the 

unperturbed 2 — 0 energy by A°/?, one may compare the deformation 

of “Kr to that of strongly deformed *4°Pu with one of the lowest 

2-0 energies known. The 200 keV transition in “Kr would 

correspond to 28 keV in **°Pu compared with its actual value of 

43 keV (see Fig. 7). This is an unusually large ground-state defor- 

mation, slightly larger than the ‘super deformation’ recently 

reported for 1°°Sr with its scaled 30 - keV 2; (Fig. 7) energy [20]. 
Such interaction of two 0+ levels and their splitting may have 

masked strong ground-state deformation in other regions. Indeed, 

recent analysis indicates that this is clearly happening in the light 

platinum isotopes, too. 

These data extend our understanding of the coexistence of 

different nuclear shapes first proposed in 7*Se. However, in “ Kr 

the roles of the near-spherical and deformed minima are reversed 

with the ground states well deformed and the excited 0; states 
associated probably with near-spherical minima. The present data 

give evidence for large ground-state deformation in these light Kr 

isotopes [10]. This interpretation for the N = 38 and 40 Kr nuclei 

10 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983
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supports the expectation that at these neutron numbers as the 

proton number approaches the middle between Z = 28 and 50 

closed shells, the protons can drive a nucleus with a pair of 5/2 

neutrons toward deformation. Recently Moller and Nix [11] cal- 

culated nuclear masses and ground state shapes for 4023 nuclei 

from 0 to 279112 with a Yukawa-Plus-Exponential Macroscopic 

Model and a folded Yukawa single-particle potential. Their cal- 

culations [11] predict that nuclei with both N and Z at or near 38 

should be among the most strongly deformed ones in nature, 

with 6 ~ 0.4. The “ "Kr data [10] support their calculations. 

at . 200 (unperturbed) 

  
  

  

  

\ 

\ 

\ ar 129 
\ 7 

4 
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Fig. 7— Comparison of the 2, = 0, energies in @Kr, and BOOT ao scaled 

by A®‘/s to compare with the very well deformed 74°Pu. 

Potential energy surfaces have recently been calculated for 

76-80Kr by the Frankfurt group [12]. The “Kr surface is shown 

in Fig. 8. Two minima are seen, one at large deformation and 

one near spherical. There is mixing, but the ground state wave 

function is centered in the deformed minimum with large 8 and 

the 0; wave function in the near spherical one. The low lying 

levels and their B(E2)’s are nicely reproduced by the fits. For 

78,80Kr the surfaces show the nuclei are soft to y deformation. 

Further support for the importance of deformation when 

N(Z) = 38 and Z(N) is well removed from a closed shell come 

from the lightest and heaviest Sr nuclei far from stability [13, 14, 15]. 
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In Fig. 9 is shown the yrast levels of $°Sr,, obtained from a recent 

in-beam study (ref. 13) at the new Holifield tandem. The reaction 

%°S + *'V was carried out with terminal voltages of 16-19 MeV. 

One sees (Fig. 9) that the 2—> 0 energy continues to drop to the 

lowest energy then known for any nucleus in the A = 80 region. 

This sharp drop in the 2— 0 energies indicates that the Sr nuclei 

are moving toward large ground-state deformation in ‘¢Sr,, as N 
decreases toward N = 38 with the 38 protons strongly supporting 

deformation, too. To search for “*Sr, **Ni was bombarded with 

*4*Mg at the Holifield tandem [14]. A neutron multiplicity technique 

was used to pick out the (2p, 2n) reaction to “*Sr from other four 

particle reaction channels. From an initial analysis of only our 

12 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983
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(n,y) spectra, wrong low energy y rays were assigned as the 

0-2-4 cascade. Our (2n, y) data agree with the independent work 

of Lister et al. [15] who used neutron and particle detectors to 
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Fig. 9— Levels of *°Sr seen in the reaction 32S + 51V and of 78Sr in the 

reaction 24{Mg + 58Ni at the Holifield tandem [13, 14] are compared with 

the 2—>0 energies in the heavier nuclei. 

identify ‘Sr for the first time. Their lifetime measurements also 

confirm the large deformation. Thus, there is a continued increase 

toward large deformation at N = 38 in the light Sr nuclei. 

The sudden onset of strong deformation also has been reported 

in Sr (refs. 21, 22) and ‘super’ deformation subsequently in 
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10Sr (ref. 20). The origin of this deformation was related [20] to 

a gap at N = 60 in the neutron Nilsson levels. The potential energy 

surfaces calculated for the Sr nuclei show minima at large 

deformation for both prolate and oblate shapes for N = 60 and 62, 

which are not present for N < 60 (Fig. 10). The experimental data 
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Fig. 10 — Potential energies calculated for Sr nuclei [20]. 

favor prolate deformation. Now we see this N = 60 gap can be 

strongly reinforced by the gap at Z = 38 at large prolate defor- 

mation. The reinforcement of these two gaps at similar large 
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prolate deformation is undoubtedly the cause of the sudden large 

deformation in ** 1°°Sr just as when both N and Z are near 38 they 

reinforce each other to give unusually large deformation in the 

™ Kr ground states. The importance of the gap at Z = 38 in 

deformation in this region is seen in that as one goes away 

from Z = 38 the deformation begins to decrease for the N = 60 

and 62 nuclei, e.g., the 2,-0, energies are 129.2, 151.9, and 192.2 keV 

for N = 62 *90Sr, 12?Zr, and 1Mo (refs. 20, 23, 24). 

Thus, we have found experimentally and supported by theoret- 

ical calculations two new regions of strong deformation; one 

around Z = N = 38 and the other for Z = 38, N > 60. 

3 — NUCLEI UNDER CONDITIONS OF RAPID ROTATION 

What happens to a nucleus at high spins is another of the 
major areas of nuclear structure research today as evidenced by 
the several recent international conferences in this field. Theoreti- 

cal work of Bohr and Mottelson [25] developed for the deformed 
rare earth nuclei, indicates that as the angular momentum of a 
deformed nucleus becomes high the nucleus can carry angular 
momentum more efficiently by the alignment of the spins of pairs 
of nucleons along the rotation axis. At some spin one ends up 
with a phase transition so that all the angular momentum is carried 
in this manner by an oblate shaped nucleus. This occurs around 
50 % in rare earth nuclei. At still higher angular momentum, the 
nucleus may go to a super deformed prolate shape before fission. 
In this paper we present evidence for the importance of collective 
rotations and alignment of pairs of particles to record energies in 
relatively light nuclei around A = 70 and possible evidence for 
the break off of the rotations and the phase transition around 
50 # in +8Er, 

Here we describe two new approaches to study high spin 
states — partial fusion reactions and neutron multiplicity experi- 
ments. Here we will describe only two recent experiments to 
illustrate the new insights being gained. Another important, new 
advancement is the spin ball spectrometers developed at the 
Holifield Heavy Ion Laboratory and Max Planck Institute, 
Heidelberg. In these devices one has a large array of 70 or more 
Nal detectors that cover essentially a 4 solid angle to measure 
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all the y-rays emitted. Results are just being reported from these 

systems [26]. The spin ball. with a Ge(Li) detector was used to 

see discrete states in *SEr to spin 40 % and above [26]. 

3.1— Two Discontinuities of J at High Spin in Kr 

Two discontinuities of the moments of inertia, J, of the yrast 

cascades in '°*Er and *°°Yb (refs. 27, 28), and very recently a third 

and possibly higher discontinuity of J in **Er (refs. 26, 29, 30) 

have provided evidence for the persistence of collective rotations 

and the alignment of individual pairs of quasiparticles to much 

higher spins than previously thought for deformed rare earth 

nuclei. As discussed in the previous section, recent evidence for 

strong ground state deformation was reported in ™:7°Kr based on 

data for states with I"S 10+ (ref. 10). With a newly developed 

neutron multiplicity technique [31] the yrast cascade in “Kr has 

been observed [32] to the highest spin reported for a medium-light 

nucleus, tentatively 20+. Two discontinuities were observed in J of 
the yrast cascade in “Kr. 

Backbending of J has been observed a 8* in “*Ge (ref. 6) and 

®*Kr (ref. 33) with bands built on three 8* states in **Ge and two 8+ 

states in ®**Kr. These two discontinuities at 8+ were interpreted 

as the crossing of rotation aligned bands built on both proton and 

neutron (»,.)* configurations in “Ge. A similar interpretation 

is made [33] for *°Kr. 

The levels of **Kr were studied via the reaction **Ni (°F, p2ny) “Kr 

at 66-68 MeV with > 99% enriched, thick targets. A recently 

developed neutron-multiplicity-y coincidence technique [31] was 

essential to separate the weak neutron evaporation channel to “Kr 

from the competing charged particle channels. Four large liquid 

scintillator neutron detectors especially designed to cover most 

of the forward 27 solid angle were used to gate the y-ray spectra. 

The overall neutron efficiency of about 30 % made it possible to 

apply this technique not only to (n, y) and (n, n, y) coincidences, 

but also to (n,y,y) measurements, angular distributions, and 

recoil distance lifetime measurements. 

The level scheme of “Kr was known to 8+. In Fig. 11 is 

shown the levels established on the basis of our n-y-y and 
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Fig. 11— Levels in 74Kr established from in-beam, neutron - y coincidence 

studies [32, 34]. 
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n- y (4) coincidence measurements with a beam energy of 66.5 MeV 
using a thick target and List-mode technique [32]. States up to a 
tentative 20+ state were established. The multipolarities and 
mixing ratios of the y-rays were deduced from an angular distri- 
bution measurement at the same energy. A y-ray yield function 
and y (@) data and spectra obtained by gating with one and two 
neutron events and x? fitting procedure led to the spin assignments 
displayed in Fig. 11. 

In Fig. 12 is shown a plot of the angular momentum I (w) as 
a function of w» whereiw = Ey ((I+1)—>(I—1))/2 for our 
data for “Kr and other recent results for 7 7Kr (refs. 10, 34). 
There are three discontinuities seen in I (w) for “Kr. As discussed 
earlier, the break at 2+ is interpreted as arising from an inter- 
action of the strongly deformed 0* ground state and a low lying 0+ 
near-spherical excited state to push down the 0 energy (and 
enlarge the 2 0+ energy ) [10]. In both “Kr and “*Kr there 
are very similar discontinuities in I () and correspondingly in 
J above 10+. There is only a slight up bend of I in “Kr. However, 
in Kr two 8+ and 10+ states are seen and are interpreted as the 
crossing of a two quasiparticle rotational aligned band with ( Zoo)? 
protons. In “*Kr two 8+ and 10+ levels also are seen. The branching 
ratios and energies indicate the 8+ and 10+ levels form a band 
with the yrast 12+ and (14+) levels that cross the ground band 
above 10+. This is in contrast to *’Kr where the 8* and 10+ 
levels are the two quasiparticle rotation aligned states. This first 
band to cross the ground band is interpreted as a two quasiparticle 
(89/2 )* configuration, but it is not definite whether it is a proton 
or neutron configuration. 

The second discontinuity of J occurs above 14+ with the 
(16*), (18+), and tentative (20+) states showing similar 
alignment. Their extra alignment is about the same as the extra 
alignment in the first band, 2-3 units. No such break in I is seen 
in the tentatively assigned 16+ level in “Kr (ref. 35) which 
has 4 more neutrons. These data suggest a blocking effect of the 
extra neutrons and indicate at least two of the four quasiparticles 
in the highest band in “Kr are neutrons. In summary, these data 
provide the first evidence for a second high spin discontinuity 
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Fig. 12— Plot of the angular momentum I(w) as a function of w (ref. 32). 
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in J in a medium-light nucleus and that collective rotations and 

the alignment of individual two quasiparticle configurations con- 

tinue to very high energies in this region. 

3.2 — Third and Higher Discontinuities of J at High Spin 

in 18Er 

The partial fusion reaction, PFR, in which a fast p, d, or t is 

emitted in the forward direction followed by the fusion of the 

remaining part of the projectile is a very promising new way to 

study nuclei at very high angular momentum. Yamada et al. [35, 29] 

have studied this reaction by bombarding ***.154Sm with 167 MeV 

“N from the Oak Ridge Cyclotron ORIC. The evaporation p, d, t 

are separated in energy from those from PFR. By gating on the 

fast p, d, t, the gamma ray multiplicity was measured in the “N 

reactions on '*Sm that lead to '-°Er. The '* reaction was more 

than 50 % of the observed PFR and the gamma-rays from the decay 
of states to over 40+ were observed in *°°Er. 

As shown in Fig. 13, the gamma ray multiplicity is constant 

as a function of the spin of the yrast states to as high as statistics 

allow measurement, spin 26, for all three reactions p, d, t that lead 

to *SEr. A similar multiplicity was measured for the reactions 

leading to ‘°"*°Er. These data indicate no side feeding below 

I = 28. The average My is 31. This is the highest My presently 

observed. The mass distribution of the residual nuclei also is 

appreciably more narrow than that for compound nuclear reactions. 

Both of these data indicate that the PF reactions in which p, d, or t 
are emitted are associated with a narrow, high angular momentum 
window [35]. The deduced average angular momentum transferred 
is 63 % which is comparable to the critical angular momentum | 
predicted for the fusion of °C and 1°*Sm. 

With this high, narrow I window, the PF reaction should be 

a very useful tool to study nuclei at high angular momentum. 

Further support for this is seen in our '%Er studies. In our second 

™8Er experiment, the same PF reaction was studied with three 

large, well collimated NaI detectors to obtain an Ey - Ey correla- 

tion spectrum [29]. The Ey - Ey correlation method is a powerful 

method. To show that it is useful with NaI detectors we carried 

out very extensive Monte Carlo simulation calculations. These 

cr 
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calculations show that indeed with the order of one to five million 

events if the background is reasonably low, one can easily study 

the valley to quite high spins, of the order of 50 2. 
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Fig 13—Measured y-ray multiplicities in ‘8Er from PF reactions [35]. 

The measured and simulated spectra reproduced the known 

first three backbends of J in *’Er very nicely. The third backbend 

Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983 21



J. H. HAMILTON, W. GREINER — Frontiers in Nuclear Science 

at 1.1 MeV was in fact observed in our data (see Fig. 14) prior 

to its observation from discrete gamma-ray energies [30]. These 

data with the Copenhagen iteration method applied to subtract 
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Fig. 14— E,-Ey correlations in 197-1$°Er (ref. 29). 

background are from five million events as compared with the 

50 million required for Ge(Li) work. The difference in numbers 

of events required to obtain significant spectra is the essentially 

22 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 1-47, 1983



J. H. HamittTon, W. GREINER — Frontiers in Nuclear Science 

five times higher photo peak efficiency for Nal compared to Ge (Li ) 

detectors and the fact that the PF reactions lead to a high I-window 

so that many of the side feeding y rays at lower spins are not 

present, e.g., the background is much reduced. Note in addition to 

the third backbend of J, one sees evidence for other bridges 

at 1.24 and perhaps 1.46 MeV (ref. 29). These bridges are in 

reasonable agreement with Cranked Shell Model calculations of 

the next crossings produced from the alignment of the next pairs 

of quasiparticles [36]. The most important information from these 

data is the observation that the valley continues to an energy of 

1.46 MeV. This valley indicates the continuation of collective 

excitations to this energy — the highest energy observed to date. 

These data support the continuation of collective motion up to a 

spin about 48%. The breakoff of the valley above 1.46 MeV can 

be the signal for the predicted change of phase from superfluid 

to normal states associated with a quenching of the pairing 

field [25]. This is predicted to lead to a change to an oblate shape 

where the angular momentum is carried by pairs of aligned 

particles. As discussed in more detail in another paper (Yamada 

and Hamilton) [29], we believe these data provide evidence for 

this phase change and that the change is rather sudden. 

In summary, these are but two examples of nuclear research 

that is probing the structures of nuclei at high angular momentum. 

They show that indeed such studies are important from light to 

heavy nuclei and are providing us with fascinating new insights 

into how nucleons behave individually and collectively under 

extreme conditions of rotation. 

4— NEW CONCEPT OF THE VACUUM AND NUCLEAR 

MOLECULES WITH Z = 184 

Since the days of the early Greek natural philosophers our 

view of the physical world has been dominated by certain para- 

digms, i.e. specific pictures, for selected physical entities. Such 

entities are space, time and matter as the basis of natural philos- 

ophy or, more specifically, of physics. Therefore, it is no surprise 

that our conception of the ‘vacuum’, intimately connected with 

the picture of space, time and matter, ranges among the most 
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fundamental issues in the scientific interpretation of the world. 
This section draws upon earlier reviews of this field [37, 38]. 

The picture of the vacuum has undergone perpetual modifi- 
cations during the last twenty-five centuries as the available 
technologies have changed; often old, abandoned ideas have been 
resurrected when new information became accessible. Many 
aspects of today’s conception of the vacuum date back to the 
ancient Greek philosophy, but have only recently been established 
by modern experiments. 

Over the centuries many different conceptions of the vacuum 
were developed by scientists, different vacua as carriers for 
different kinds of physical phenomena. We mention Newton’s 
absolute space, on which the hypothesis of the vacuum as an 
elastic medium, the “ether”, is based. It was developed in the 
early 19th century when the wave nature of light had been firmly 
established —in close analog to the theory of elasticity. 
In Einstein’s theory of relativity and gravity the absolute space 
and the “ether’’ were abandoned and replaced by a bundle of 
inertial frames. 

Quantum mechanics and quantum field theory, finally, laid the 

grounds for our present conception of the nature of the vacuum. 
In today’s language, the vacuum consists of a polarizable gas of 
virtual particles, fluctuating randomly. It is found that, in the 
presence of strong external fields, the vacuum may even contain 
“real” particles. The paradigm of “virtual particles’ not only 
expresses a philosophical notion, but directly implies observable 
effects: 

1) The occurrence of spontaneous radiative emission from 
atoms and nuclei can be attributed to the action of the 
fluctuations of the virtual gas of photons. 

2) The virtual particles cause effects of zero-point motion 

as in the Casimir effect. (Two conducting, uncharged 

plates attract each other in a vacuum environment with 

a force varying like the inverse fourth power of their 

separation.) Hawking’s effect of pair formation by a 

collapsing body may also be understood as a gravitational 

Casimir effect. 
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3) The electrostatic polarizability of the virtual fluctuations 

can be measured in the Lamb shift and Delbriick 

scattering. 

However, the most fascinating aspect of the vacuum of quan- 

tum field theory, which will be discussed here, is the possibility 

that it allows for the creation of real particles in strong, time- 

independent external fields. In such a case the normal vacuum 

state is unstable and decays into a new vacuum that contains real 

particles. This, in itself, is a deep philosophical insight. But it is 

more than an academic problem, for two reasons: first, very 

strong electric fields are available for laboratory experiments that 

are presently in progress; second: it can be shown that the quantum 

theory of interacting fields may be constructed from the vacuum- 

to-vacuum amplitude W(J) of a quantized field in the presence 

of an arbitrary external source J. Effects that occur in strong 

external fields may, therefore, in some way be carried over to 

strongly coupled, interacting fields as they form the basis of the 

strong and superstrong interactions. Only recently have extensive 

theoretical studies in Frankfurt and independently in the Soviet 

Union led to new insights and full theoretical clarification of the 

strong field problem [39]. 

4.1—The Decay of the Vacuum 

The decay of the vacuum in strong electrostatic fields is a 

relative recently recognized phenomenon in quantum electrodyna- 

mics that can be studied only via low-energy heavy-ion collisions. 

The original motivation for developing the new concept of a charged 

vacuum arose in 1965-70 in connection with understanding the 

atomic structure of superheavy nuclei expected to be produced 

by the GSI-heavy ion linear accelerator. 

The best starting point for discussing this concept is to con- 

sider the binding energy of atomic electrons as the charge of a 

heavy nucleus is increased. In view of the large mass of the heavy 

nucleus compared to the electron mass, the external field approx- 

imation is quite appropriate. Solving the Dirac equation in the 

presence of an electromagnetic field gives the well-known fine 
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structure formula, first derived by Sommefeld from the early 

theory of the atom: 

Za 2 |? 

E(nj) = mc*?} 1 —— 1 (nj) me'| “(Coe ceesee) | (1)   

NM =] y 2s ao cet ccc e es oor = principal quantum number; 

K=+1, +2, 2.0.00... = azimuthal quantum number; 

a = !AALCK week = fine-structure constant. 

Because of the term [K*— Z?q?]'/*, equation (1) breaks down 

at Za > |K|. Thus all states with j= 1/2 cease to exist at 

Z = 1/a = 137, as shown in Fig. 15: the corresponding wave 

function becomes non-normalizable at the origin; E (1s,,,) becomes 

zero, i.e. the K-shell binding energy goes to —m,c?. Note from 

Fig. 15 that the energy levels move only very slowly away from 

the upper continuum as Z rises until Z = 137 is approached rather 

closely. Thus, even in the heaviest known element, the binding 

is only a small fraction of the rest energy. 

The Z = 137 ‘catastrophe’ was well-known: but it was argued 

loosely that it disappears when the finite size of the nucleus is 

taken into account. But Greiner and his coworkers showed that 

the problem is not removed but merely postponed and reappears 

at Z ~ 173; the exact value of this critical Z depends on many 

assumptions concerning the potential in the vicinity of the nucleus, 
in particular the nuclear radius. One can trace any level E (nj) 

down to a binding energy of twice the electronic rest mass if the 

nuclear charge is increased as a parameter. At the corresponding 

charge number, which we shall call Z,,., the state reaches the nega- 
tive-energy continuum of the Dirac equation (‘Dirac sea’ ) which, 

according to the hole-theory hypothesis, is totally occupied by 

electrons. (The hole theory of Dirac is completely equivalent in 

its predictions to field theory). If the strength of the external 

field is further increased, the bound state dives into the continuum. 

The overcritical state acquires a width and is spread over the con- 

tinuum. Still, the electron charge distribution does remain localized. 

When Z exceeds 145, E(ls,,.) <0, ie. the binding energy 

exceeds the rest mass of the electron. Adding the electron therefore 

diminishes the mass of the atom. It would be energetically advan- 

tageous for an electron to be spontaneously created, thereby 
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Fig. 15 — Lowest bound states of the Dirac-equation for nuclei with charge Z. 

While the Sommerfeld-eigenenergies (dashed lines) for j = 1/2 end at Z = 137 

the solutions with extended Coulomb potential (full lines) can be traced 

down to the negative energy continuum which is reached at critical charge Lice 

The states entering the continuum obtain a spreading width as indicated by 

the bars (magnified by a factor of 10). If the state was previously unoccupied 

two positrons will be emitted spontaneously. 

reducing the total energy. This is not possible because it would 

violate the conservation of charge and lepton number. Similarly, 

when Z > Z,,. a K-shell eletron is bound by more than twice its 
rest mass, so that it becomes energetically favorable to create an 

electron-positron pair. Now, however, the spontaneous appearance 

of such a pair is not forbidden by any conservation law. The 

electron becomes bound in the ls,,. orbital and the positron 

escapes. 
We say that the overcritical vacuum state is charged. This 

has the following meaning. As already stated, within the hole 

theory, which is a lucid model for interpreting the field theoretical 

(quantum electrodynamical ) calculations, the states of negative 

energy are occupied with electrons. This was postulated by Dirac 

to avoid the decay of electronic states with emission of an infinite 

amount of energy. In the undercritical situation we can define a 
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vacuum state |0> without charges or currents by choosing the 
Fermi surface (up to which the levels are occupied ) below the 
lowest bound state: we set Ey = — m,c*. The negative-energy 
continuum states occupied with electrons represent the model for 
this vacuum; its infinite charge is renormalized to zero, and so it 
is a neutral vacuum. If now an empty atomic state dives into the 
negative continuum, it will be filled spontaneously with an electron 
from the Dirac sea with the simultaneous emission of a free 
positron moving to infinity. The remaining electron cloud of the 
supercritical atom is necessarily negatively charged. Thus, the 
vacuum becomes charged. 

An atom with Z> 173 and an empty K-shell will spon- 
taneously shield itself by two K-electrons and emit two positrons 
of rather well-defined energy. This two-electron state becomes the 
stable state, and it forms in a time scale of about 10-2° sec. If the 
central charge is further increased to Z = 184 (diving point of 
the 2p,,, level), the vacuum acquires a charge of -4e. With 
increasing field strength, more and more electronic bound states 
join the negative continuum, and each time the vacuum undergoes 
a new phase transition and becomes successively higher charged: 
the vacuum sparks in overcritical fields. 

Clearly, the charged vacuum is a new ground state of space 
and matter. The normal, undercritical, electrically neutral vacuum, 
is in overcritical fields no more stable: it decays spontaneously 
into the new stable but charged vacuum. Thus the standard definition 
of vacuum, “a region of space without real particles’, is not true 
in very strong external fields. It must be replaced by the new and 
better definition, the “energetically deepest and stable state that 
a region of space can have while being penetrated by certain 
fields” (see Fig. 16). 

4.2 — Superheavy Quasimolecules in Heavy-Ion Scattering 

Inasmuch as the formation of a superheavy atom of Z > 173 
is very unlikely, a new idea is necessary to test these predictions 
experimentally. That idea, based on the concept of nuclear mole- 
cules was put forward by Greiner and co-workers in 1969: a 
superheavy quasimolecule forms temporarily during the slow 
collision of two heavy ions. 
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It will be sufficient to form the quasimolecule for a very 

short instant of time, comparable to the time scale for atomic 

processes to evolve in a heavy atom, which is typically of the 

order 10-'§ - 10-?° sec. Consider the case where a U ion is shot at 
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ua / electric field   
  

Fig. 16—JIn overcritical fields space becomes charged through the emission 

of antiparticles. In principle the vacuum is no longer empty under these 

conditions. The shaded sphere in the center represents the superheavy nucleus, 

the source of the electric field indicated by arrows; the diffuse cloud 

represents the electrons of the charged vacuum. If this electron cloud is 

pumped away, new positrons (represented by e+ ) will be emitted and the 

cloud will reappear. Hence under the extreme conditions of supercritical 

fields the vacuum is no longer empty: the vacuum is sparking. 

another U ion at an energy corresponding to their Coulomb barrier 

and the two, moving slowly (compared to the K-shell electron 

velocity) on Rutherford hyperbolic trajectories, are close to each 

other (compared to the K-shell electron orbit radius). The two 

ions can be brought together as close as 20fm for a time 

of ~ 10°! sec. Then the atomic electrons move in the combined 

Coulomb potential of the two nuclei, thereby experiencing a field 
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corresponding to their combined charge of 184 (Fig. 17). This 

happens because V;,, ~ ¢/10, V,; ~ ¢: the ionic velocity is much 
smaller than the orbital electron velocity, so that there is time 

for electronic molecular orbits to be established while the two 

ions are in the vicinity of each other. 

eee 
Electrons follow the fo 8 \ 

trajectory of the nucleus      

    
Trajectory of the 
impinging nucleus 

  

Quasi molecule 

Fig. 17— The basic concept concerning the formation of quasi molecules is 

shown. In the collision of two heavy ions the inner electrons orbit both 

nuclei together. The electron orbits follow the motion of the nuclei. Both 

nuclei are shown and their paths are indicated. The distance of closest 

approach is called the impact parameter. Processes of type a) (excitations 

of electrons into higher shells) and of type b) (excitations of electrons into 

the upper continuum) empty the K-shell. Processes c) and d) indicate the 

molecular and atomic X-ray transitions, respectively. The molecular X-rays 

are emitted from the intermediate quasi molecule, while the atomic X-rays 

are emitted from the rearranged atom after the collision. 

The condition v;,,/V. ~ 1/10 is known as adiabaticity. It will 
not help to make v;,,,, even smaller such that complete adiabaticity 
is achieved: for it is a partial breakdown of adiabaticity that 
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makes the inner shells of the quasimolecule ionized, i. e., empty 

of electrons, which, as we saw earlier, is a necessary prerequisite 

for the emission of positrons and the accompanying filling of the 

inner shell with electrons as it dives into the negative continuum. 

When the two U atoms are separated by a large distance, 

the Z = 184 system is undercritical (i.e., all levels are bound by 

less than 2m,c’). It becomes overcritical at small R as the elec- 

trons experience the full combined charge. For the 1s,,, level 
the critical separation occurs at R,,= 35 fm. The diving is very 
steep as a function of R. The level energies change rapidly only in 

the last 150 fm of the approach to the quasimolecule. This steep 

diving is important for the production of K holes (see the schematic 

Fig. 17). 

4.3 — Dynamical Processes in Heavy-Ion Collisions 

Several dynamical processes contribute to the ionization of 

the inner shells and to the production of positrons in undercritical 

as well as overcritical systems. This is illustrated in Fig. 18 for 

a system that becomes overcritical at small distances. In processes 

a) and b) one has electron excitation and ionization. Process c) is 

the spontaneous filling of a previously produced vacancy when 

the level acquires a binding greater than 2m,c? and is the decay 

of the vacuum described earlier. Because of the lack of full 

adiabaticity, energy can be drawn from the nuclear motion to 
lead to filling of the hole even at distances larger than R,,.. This 
effect (d, e) may be called an induced transition, and its effect 

on positron production is twofold: it causes a washed-out threshold 

for the spontaneous positron production, and it greatly enhances 

the production cross section. f) is the direct pair production 

process, which we now proceed to discuss in more detail. 

Whereas in ordinary pair production in a Coulomb scattering 

process a photon is exchanged between two hadrons only once, 

now there are multiple interactions with the joint Coulomb field 
of both nuclei. Because of the very strong field, the cross section 
for the pair production varies as (Z, + Z.)**, which means that 

about 19/2 (!) photons are exchanged. This behavior illustrates 

the nonperturbative character of this process, which (like the 
induced decay mechanism) overwhelms the spontaneous positron 
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production process. The pair production process f) can be inter- 

preted as the shake-off of the vacuum polarization (VP) cloud. 

It is clear that a K hole is needed for the production of 

positrons by either the spontaneous or the induced mechanisms. 

Since neither the projectile nor the target atom has a K hole to 

start with, it has to be produced dynamically via Coulomb excit- 

ation or ionization (processes a and b of Fig. 18) in the collision 

Ef Positive Energy Continuum 
  

  + MeC — — 

  

     —MeC   

    

Negative Energy Continuum   
Fig. 18 — Dynamical processes connected with positron production in overcri- 

tical heavy-ion collisions. The figure shows the inner electron levels in the 

quasimolecule as a function of time. At the deepest point of the 1s level, 

the colliding nuclei are at the distance of closest approach. 

a,b: electron excitation and ionization, 

c: spontaneous autoionization of positrons, 

d,e: induced decay of the vacuum, 

f: direct pair creation. 

itself. K-hole production occurs whenever the wavefunctions 

change so rapidly with R that the electrons can not adjust to the 

nuclear motion (breakdown of adiabaticity) and therefore get 

kicked out as § electrons. Because of the rapid change of the 

wavefunctions at the onset of diving, vacancy production in the 

inner shell is concentrated at small values of R, which is advan- 
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tageous for the observation of induced and spontaneous positron 

emission. 

The total K shell vacancy probability in the diving region for 

a U-U collision’at an energy of 1600 MeV is predicted to be about 

10%, which is fully confirmed by recent experiments. [ This 

includes both excitation and ionization, through one-step as well as 

multistep channels (see later)]. The other 90 % of the K electrons 

adjust to the nuclear motion, and hence the adiabaticity necessary 

for the theoretical treatment is generally valid. 

The energy spectrum for positrons created in an e.g., Uranium- 

Uranium collision, consists of three components: the induced, 

the direct and the spontaneous one, which add up to a smooth 

spectrum. The presence of the spontaneous component leads 

  
  
  
  
  

  
Fig. 19—The innermost shells of the superheavy molecule (atom) as a 

function of time. Due to the sticking of the two nuclei, the superheavy atom 

lives for the time 7, thus being able to emit positrons spontaneously. There 

are in general two positron lines because of the Zeeman-splitting due to the 

strong magnetic fields from the heavy ion currents. 
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only to 5-10% deviations for normal nuclear collisions along 

Rutherford trajectories. The question arises: Is there any way 

to get a clear qualitative signature for spontaneous positron 

production, as opposed to detecting it through a quantitative com- 

parison with theory? Suppose that the two colliding ions, when 

they come close to each other, stick together for a certain time At 

before separating again. This will in general require the use of 

bombarding energies slightly above the Coulomb barrier. Then the 

quasimolecular levels in the overcritical region get stretched out 

as shown in Fig. 19 which is to be contrasted with Fig. 18. (The 

splitting in the energy of the Iso level arises from the Zeeman 

effect.) During the sticking, the energies of the electronic states 

do not change, and this has two effects: a) the emission of 

positrons from any given state occurs with a fixed energy; b) the 

induced production mechanisms do not contribute, whereas the 

spontaneous production (for overcritical states) continues to con- 
tribute. 

The longer the sticking, the better is the static approximation. 

For At very long, one sees in the positron spectrum a very sharp 

line with a width corresponding to the natural lifetime of the 

resonant positron-emitting state (~ 3 keV for the U-U system). 

The observation of such a sharp line will not only indicate the 

spontaneous decay of the vacuum but also the formation of 

superheavy nuclear systems (Z2180) [40]. 

Naturally one is also interested in the question of what 
happens if the two nuclei stick, but for some yet unknown reason 

the’ 1s,,.- level of an overcritical system does not dive, i.e., the 

neutral vacuum will not decay. Then an oscillatory structure as a 

function of the positron energy develops, which arises from the 

delayed interference between the incoming and the outgoing 

positron-creation-amplitudes along the trajectory of the colliding 

heavy ions. The positron spectrum will then have an oscillating 

structure as a function of positron energy from which the sticking 

time and even the structure (deformation, excited states) of the 

superheavy nuclear system can be deduced. In other words, we 

are dealing here with an atomic clock for short-living exotic nuclei. 

Because of the non-existence of a spontaneous amplitude in this 

case, the spontaneous positron emission line does not occur [40]. 

The search for spontaneous positron emission in heavy-ion 

collisions began in 1976 with the first acceleration of uranium 
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beams at Gesellschaft fiir Schwerionenforschung (GSI) in 

Darmstadt, West Germany. Experiments at this laboratory have 

utilized three detection systems, which have pursued complemen- 

tary aspects of the problem [41-43]. We should note that in 

connection with these experiments it was necessary to establish 

that the conditions for forming quasimolecules could be met for 

the nuclear velocities required to achieve internuclear separations 

sufficiently small to produce overcritical binding. It was also 

critically important to demonstrate that the production probability 

for Is vacancies was both large in magnitude and concentrated 

at small internuclear separations. There are several evidences for 

the formation of quasimolecules in heavy ion collisions such 

as § electrons and molecular-orbital X rays (see review 38). Here 

we concentrate on the search for detection of spontaneous positron 

production. 

One of the first experimental goals in the search for spon- 

taneous positron emission was to determine the rate at which 

positrons are produced from the atomic processes relative to the 

rate at which they are produced from nuclear effects such as 

internal pair conversion of nuclear transitions. The first measure- 

ments [42] on the Pb’*’ - Pb”’* collision system played a particularly 

important role in this respect and in confirming our theoretical 

understanding of the dynamic processes of positron production in 

heavy-ion collisions. 

Measurements [43] on Pb-U and U-U collisions have carried 

these investigations into heavier systems, but under different and 

more complex background conditions. To investigate the conse- 

quences of this nuclear background in more detail, researchers 

carried out a systematic investigation of the ratio of positron 

intensity to y - ray intensity over a broad range in Z. When Z,, , the 

combined nuclear charge Z, + Z., exceeds about 160, there is a 

spectacular increase in the total positron yield over that expected 

from nuclear internal pair conversion as it is extrapolated from 

the positron to y-ray ratios measured for Z,, < 160. More precisely, 

for constant R,,;, and relative velocity, the production of posi- 

trons in superheavy collision systems is found to increase as 

(Z, +Z,)*. In this striking feature, which seems to have no other 

analog in nature, the theory [44] of dynamic positron creation in 

heavy-ion collisions again anticipated the experimental results. 
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The most recent experiments [45-48] have focussed on 
studying positron spectra and on extending the investigations to 
collision systems with higher total nuclear charge. With more 
comprehensive data, new phenomena have appeared that may be 
connected with the effects being sought. Of special interest are 
peak-like structures in the positron energy distribution. The most 
compelling evidence for these comes from experiments [45, 48] 
where coincidences between two scattered ions are used to define 
clearly events with two-body final states consistent with, or bor- 
dering on, elastic scattering. We illustrate these interesting results 
with an example. 

The uranium-curium collision system, with Z,, = 188, has the 
largest combined nuclear charge investigated to date. Fig. 20 
shows positron spectra from uranium-238 and curium-248 colliding 
at an energy close to that of the Coulomb barrier. Particularly 
striking in Fig. 20 is the well-defined peak centered at an energy 
of about 320 keV. The height of this peak above the smoother 
continuum is correlated with the choice of two-body final states 
corresponding to a selected range of scattering angles for the two 
heavy ions. 

By comparison, if one singles out scattering angles more 
forward than those selected in Fig. 20 this peak is largely excluded. 
One finds a spectrum that mirrors the general shape of the con- 
tinuum underlying the peak in Fig. 20. The continuum distributions 
are well represented by the spectra we expect [44] from the 
dynamically induced processes at the corresponding scattering 
angles. As we will see, it is also significant to find that the 
measured width of the peak in Fig. 20 is less than 100 keV. 
Moreover, this width is consistent with the Doppler broadening 
expected for a positron line spectrum emitted from a system 
moving with the velocity of the quasimolecular system. Therefore, 
the intrinsic width of the peak is surely less than 100 keV and, 
indeed, it could be very much smaller than this value. 

Whatever the source of the peak, it is apparent that we must 

seek an explanation outside the scope of the theory based on 

Rutherford scattering alone, because this theory of dynamic posi- 
tron creation does not allow for narrow peak structures in the 

positron spectrum. Deviations from this theory also have been 
demonstrated [45-47] for U-U collisions in other experiments 
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carried out at GSI. All experiments carried out to date indicate 

that there is a new source of positrons — a source that does not 
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Fig. 20 — Positron spectra from 5.8 MeV/amu uranium-curium collisions. The 

full curve represents the theory. The line structure can only be understood, 

if a rather long-living ( ~ 10-19 sec) giant nucleus is formed. : 

originate with the known dynamic mechanisms associated in a 

simple way with the time-varying electric field produced in 

Coulomb trajectories. 
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It is also difficult to attribute these deviations from smooth 
positron spectra to pure nuclear effects. There are two prominent 
candidates: 

— the internal pair conversion of a nuclear transition leading 

to a positron energy distribution that may be peaked, 

— the internal pair conversion process followed by the capture 

of the electron into empty atomic orbits, which leads to 

positron line spectra. 

The relatively narrow peak shapes that appear seem to 

preclude the former, while intensity considerations exclude the 

latter by orders of magnitude. But to exclude any connections 

with nuclear transitions, we need additional direct studies of these 

and other effects, and work is in progress toward this goal. 

Of course, the observation of the U-Cm system’s line-like 

positron spectrum, and the fact that it seems to appear only 

under particular scattering conditions, opens up to serious consid- 

eration the possibility that we may be observing the spontaneous 

emission of positrons. We are encouraged by the fact that this 

peak happens to occur at an energy consistent with a cal- 

culation [40] of the 1so resonance energy in the U-Cm quasiatom. 

Obviously, a systematic confirmation is required to follow up on 

these very suggestive data, but these new developments already 

raise the possibility of another important observation. For if the 

narrow positron peak does indeed represent spontaneous positron 

emission, the parent nuclear supercritical charge must exist for 

a long time compared to the collision times for scattering beneath 

the Coulomb barrier, as we pointed out earlier. 

Therefore, Reinhardt, Miiller, Miiller and Greiner [40] sugges- 

ted that the observation of spontaneous positron emission as a 

sharp line necessarily implies that, at bombarding energies close 

to that of the Coulomb barrier, a metastable superheavy nuclear 

composite system forms with a lifetime long enough to account 

for the relatively narrow peak. Widths of 100 keV or less corre- 

spond to lifetimes for the dinuclear system longer than about 

40 times the Rutherford scattering collision time, during which 

the Iso state is overcritically bound. Indeed, without introducing 

a time delay it is difficult to invent any mechanism associated 
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with atomic positron emission that would explain the narrow 

peak width found in the U-Cm spectrum or the positron distri- 

bution emitted from the U-U collisions. Such a delay could be 

supplied by the formation of a rather cold intermediate superheavy 

nuclear complex as the nuclei barely touch in overcoming the 

Coulomb barrier. 

Thus several independent measurements confront us with 

evidence that there are peak structures in the positron spectra 

of collision systems where the quasiatom can have overcritically 

bound electrons. We are left with the task of identifying unambig- 

uously the sources for these structures among the possibilities 

we have discussed. 

Of course, identifying the spontaneous emission of positrons, 

and thereby obtaining the first observation of the spontaneous 

decay of the ground state in a fundamental field theory, is the 

primary goal of these investigations. But it would be also interes- 

ting to find that peaks in the positron spectra reflect nothing 

more than the interference of induced emission amplitudes, and 

thus, that overcritical binding does not occur in a situation where 

Dirac theory predicts that it should. 

We have seen that nuclear time delay such as can be produced 

by the formation of giant metastable nuclei, could play a central 

role in demonstrating the sparking of the vacuum. Conversely, 

from the point of view of nuclear physics, we can use the peaks 

in the positron spectra as an atomic clock that indicates the 

existence of the superheavy nuclear system and provides a measure 

of its lifetime and properties. These experiments portend interesting 

and challenging research in the months and years to come. 

5—NEW NUCLEAR APPLICATIONS IN DIAGNOSTIC 

MEDICINE 

The applications of knowledge and techniques from nuclear 

physics have grown by leaps and bounds since 1950. Here we 

want to emphasize two new applications: positron emission tomo- 

graphy, PET, and nuclear magnetic resonance, NMR, that may 

well revolutionize the field of medical imaging or diagnostic medi- 

cine in quality of detail and, with NMR, in safety of procedures 
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and in our ability to view even in dynamical situations the internal 
parts of our bodies. 

Computer Assisted Tomography, CAT, scans already have 
made significant advances in medical imaging. It uses X-rays, a 
multi-array of nuclear detectors and sophisticated computer pro- 
grams to give cross-sectional views of different parts of the body. 

Now, in positron emission tomography, PET, cyclotrons are 
being used to extend this technique in important ways. Short lived 
radioactive isotopes of C, N, O which emit positrons, are produced 
in a cyclotron. One can label a particular molecule with such an 
isotope so it will go to a particular area of the patient. There, 
when the positron is emitted, it quickly is brought to rest and 
when that occurs it finds an electron and they annihilate each 
other with all their mass emitted as two y rays. These y rays 
are emitted back to back exactly 180° with respect to each other. 
By detecting these y rays in coincidence, one can tell very precisely 
the location of their emission. Fig. 21 shows a cross section of 
a brain taken with a PET system to study the visual response of 
the brain. When vision occurs, glucose metabolism occurs. By 
taking different slices through the visual cortex one can map out 
the performance of every part. Similar studies can be made of the 
functioning of other parts of brain or body. While the differences 
in Fig. 21 are much clearer when color is used to define different 
parts and different activities such as glucose metabolism, the 
effects can be seen in Fig. 21. The visual cortex is seen at the 
lowest, central part of the Figure as shown by the central arrow. 
On the right when no vision is occurring, no glucose metabolism 
is occurring. On the left, the gray center in the somewhat rectan- 
gular light area (in color the gray is red and the light area yellow) 
indicates glucose metabolism is taking place. From such pictures, 
one can see how well all parts are functioning at each level. 

The development of nuclear magnetic resonance for medical 
imaging is the key to a major revolution in diagnostic images. The 
concept of using NMR techniques in tumor detection was first 
introduced by Ramon Damadian in 1971, when quantitative NMR 
parameters were measured and found to be different in solid 
malignant tumors than in normal tissues. A review of this field 
is given by Partain et al. [49] in a book on the Physical Basis of 
Medical Imaging. 
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Fig. 21— Cross section of a brain taken at three different levels with PET. 

On the left are shown three cross sections taken while vision is occurring, 

and on the right when the eyes were closed. 
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We will not here review NMR techniques. Suffice it to show 

how NMR can be used with a patient (Fig. 22). In Fig. 23 is shown 

a view of the head of Dr. Partain from Vanderbilt taken by an 
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Fig. 22—A schematic drawing of an NMR system for diagnostic imaging. 

    

  

  

    
      

  

          
    

            

NMR system in England in early 1981. Even in this very early 

research-state facility, one can see details that show the exciting 

promise of this technique. 

  

Fig. 23 An NMR image of the head of Dr. Partain is seen on the screen. 

Dr. Partain is seen standing in front of the screen. The picture was taken 

in England. 
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The great interest in NMR imaging is because NMR is non- 

ionizing, noninvasive, without known risk, and in addition allows 

tomographic imaging based on the chemistry and metabolism 

within thin sections. That is, one does not use X- or y-Yrays or 

radioactive materials which may have harmful side effects. 

Moreover, one can study dynamical effects, the actual working 

efficiency of an organ or component because of the dependence 

of NMR on the chemical state and metabolism taking place. This 

would include blood flow and organ motion in addition to simply 

identifying deseased tissue as distinguished from normal tissue. 

It is apparent that NMR imaging is developing into a technique 

of major importance in medical diagnosis and biochemical research. 

A tremendously bright future for NMR in medicine is seen. 
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A SENSITIVE METHOD TO STUDY THE ELECTRON-PHONON 

RESISTIVITY IN METALS (*) 

M. M. Amano, J. B. Sousa, M. E. BRAGA 

Centro de Fisica da Universidade do Porto 

4000 Porto, Portugal 

(Received 18 November 1982) 

ABSTRACT —A detailed investigation of the thermal derivative of the 

electrical resistivity, dp/dT, as a function of temperature (77 K <T < 330 K), 

is presented here for a series of selected high purity metals: Cu, Al, 

Ta, V, Pt, Nb, In, Sn and Pb. The experimental results are compared 

with the theoretical predictions for dp/dT based on the Bloch-Griineisen 

theory. In contrast to the case of p(T), considerable differences were found 

between theory and experiment for the case of dp/dT. 

The role played by the transverse branches of the phonon spectrum is 

examined, and a simple model is presented leading to a better quantitative 

description of the results. 

The anharmonicity in the vibrational lattice spectrum was found to 

be an important effect in the temperature range investigated for the case of 

the low melting point metals: In, Sn and Pb, In particular, it can explain the 

anomalous increase of dpe/dT at high temperatures (T>®, Debye tempera- 

ture), where, according to the Bloch-Griineisen formula, dp/dT should become 

constant. 

The temperature dependence of the electrical resistivity due 

to electron-phonon scattering has been thoroughly investigated 

over the years [1], the results being generally analyzed in terms 

of the Bloch-Griineisen expression based on the Debye model 

for the phonon spectrum: 

6/T 

p(T) = AC(T/0) fo" x [(ex—1) (1-e*)}* dx) 

where @ is the Debye temperature and A is a constant which 

involves the coupling constant for electron-phonon scattering. 

  

(*) Results presented at the Third General Conference of the Portuguese 

Physical Society (Coimbra, June 1982). 
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Good agreement of (1) with experiment is generally claimed, 

after a proper choice of © for each metal. This is not surprising 

since expression (1) gives the correct T-dependence both at 

high temperatures (T>>@; pa T) and low temperatures 

(T<<@; pa T°) and, as an intepolation formula, works rea- 

sonably well at intermediate temperatures. The reason for the 

correctness of the asymptotic temperature dependence predicted 

by (1) lies in the fact that at T<<® the relevant part of the 

phonon spectrum corresponds to the long wavelength phonons 

(which closely follow the assumed Debye model), whereas at 

T>>© quantization effects become irrelevant and _ classical 

behaviour results (pa T). However, close examination of the 

experimental data reveals some discrepancies [1-3]: (i) The @-values 
derived from experimental fits to eq. (1) do not exactly agree 

with @-values derived from specific heat measurements; (ii) If 

we impose exact agreement at particular temperatures, slightly 

different ©-values are required for each temperature. A better 

way to reveal these discrepancies is through the direct measure- 

ment of the temperature derivative dp/dT, which is a quantity 

far more sensitive to the peculiarities of the phonon spectrum 

than p. In fact, an important part of the resistivity change (Ap) 

produced by a small increase in the temperature (AT) in the 

vicinity of each T comes essentially from the number (and type) 

of extra phonons produced by the small increase of temperature. 

Furthermore, close agreement between experimental p-values and 

those given by (1) does not necessarily mean a good fit to the 

derivative dp/dT. 

In this note 'we report the results of a fairly detailed inves- 
tigation on the temperature dependence of the derivative dp/dT 

over a wide range of temperature (80-330 K) for a series of 

selected high purity metals: (Cu, Al), (Ta, V, Pt, Nb) and (In, Sn, Pb). 

The first group was chosen to check whether agreement between 

experiment and theory exists in dp/dT for these high conductivity 

metals. The second group (incomplete d-band transition metals) 

was chosen in order to investigate if dp/dT could reveal discrep- 

ancies attributable to the more complex structure of the phonon 

spectra, and also to the existence of phonon-assisted interband 

electron transitions (between s and d-bands). The third group 

was chosen because the corresponding metals have fairly low 

melting points (156°C, 232°C, 327°C for In, Sn, and Pb, re- 
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spectively) and we wanted to see whether thermal expansion 

effects can be detected in dp/dT measurements performed at 

moderate temperatures, i.e. from liquid nitrogen temperature up 

to room temperature. 

Fig. 1 shows a plot of (dp/dT )/(dp/dT )o as a function of 

T/® for Cu and Al, using © values derived from specific heat 

measurements quoted in the literature. Here (dp/dT)~ is the 

  

(d0/dT) 
(d(/dT),, 

  

0.4 0.8 T/98 
! | | | |       

Fig. 1 — Normalised thermal derivative (dp/dT )/(dp/dT)» as a function of 

normalised temperature (T/®) for Cu and Al. The dashed curve represents 

(dp/dT )/(dp/dT ) obtained from differentiation of expression (1). 

constant value attained by dp/dT for T sufficiently above 0. 

In the same figure we show the theoretical curve for 

(dp/dT )/(dp/dT ),. obtained from differentiation of expression (1) 

and subsequent numerical computation. 
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We notice that for Cu and Al the derivative dp/dT shows 

the general features predicted by the Bloch-Griineisen expression: 

a sharp increase as T increases from zero, a broad maximum at 

T/@~0.3, followed by a monotonic decrease towards a constant 

value at high temperatures. 

Quantitatively, however, we observe that the normalized 

maxima are lower than the maximum predicted by the theory, 

and occur at slightly lower T/® values. We also notice that 

dp/dT attains the high-T regime at much lower T/® values than 

predicted by the theory. 

The fact that experimental and theoretical de/dT curves do 

not coincide is not surprising if we recall that the theory has 

some drastic oversimplifications, namely it always assumes a 

Debye model, taking no account of the particular phonon spectrum 

of each metal. 

The phonon spectrum of copper, for example, exhibits two 

main peaks in the density of states [4], at frequencies close to 

vi = 7 X 10%s-1 and around v2. = 3.5 x 10’%s~1. The existence 

of two maxima in the density of states is essentially due to 

the existence of longitudinal and transverse phonons. It can 

be shown [1] that when the Fermi surface is spherical only 

longitudinal phonons are involved in the electron-phonon scattering 

process, but when the Fermi surface is anisotropic (as actually 

happens in Cu and Al) the role played by transverse phonons 

may become important: values of about 70 % of the total scattering 

processes have been quoted [1]. 

For Cu, a simple approach is to consider the total vibrational 

spectrum decomposed into three branches: one longitudinal branch 

with ©, = ©, and two transverse branches with ©; = 0/2, since 

vo~ 4/2. 

Expression (1) will take the form 

p/p» = 2.250(T/0) [128 F(0/2T)+F(0/T)] (2) 

x 

where F(x) =| x? [(e*—1) (1 —e-*) ]-* dx 

and pq is the electrical resistivity at T>>@; it is assumed the 

same electron-phonon coupling constant for the longitudinal and 

transverse branches. 
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Fig. 2 shows the temperature derivative dp/dT/(dp/dT ). 

obtained from (2). This curve is now closer to the experimental 

results than the curve derived from the standard formula (1). 

In particular the high temperature regime (dp/dT = const) is 

attained faster than predicted by (1), which is in agreement with 

the experimental results. 
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Fig, 2— Normalised thermal derivative (dp/dT )/(dp/dT )» as a function of 

(T/® ); the dashed curve was obtained from differentiation of expression (1), 

while the full curve was derived from expression (2), in which two maxima 

in the density of states of the phonon spectrum are considered. The third curve 

presents the experimental results obtained for Cu. 

  

We believe that the remaining discrepancies can be removed 
through a realistic consideration of the different branches of the 

phonon spectrum, taking also into account the probable differences 

in the corresponding electron-phonon coupling constants. 
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In the case of the transition metals (Fig. 3) we notice that 

with decreasing temperature dp/dT tends to increase much faster 

than predicted by the Bloch-Griineisen expression. It is not 

surprising that transition metals exhibit a more complex behaviour 
than Cu or Al, because they have an extra resistivity contribu- 

  

L 1.4 

(d0/dT) 

(d0/dT),» 

     

    0.4 ; 0.8 ; T/® 
  

Fig. 3 — Normalised thermal derivative (dp/dT )/(dp/dT). as a function of 

(T/®) for Nb, V, Ta, Pt, The dashed curve was obtained from differentiation 

of expression (1). 

tion, due to s-d electron scattering, which greatly increases the 

value of p; it is likely that such effect also affects the values 
of dp/dT. 

In these transition metals there is also the systematic 
persistence of the high temperature behaviour (dp/dT = const ) 
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down to temperatures considerably below the Debye temperature, 

as also found in Cu and Al. It is likely that such effect is also 

connected here with the contribution of the transverse branches 

of phonon spectrum to the electron scattering process. 

We consider now the results of the investigation of dp/dT 

in the low melting point metals In, Sn and Pb. These metals 

also have low Debye temperatures, ®©~ 108K, 199K and 105K, 

respectively. According to our previous findings, a classical regime 

should be expected for T2, giving a dp/dT term independent 

of temperature. As shown in Fig. 4, dp/dT at T sufficiently 
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Fig. 4— Thermal derivative, dp/dT, as a function of the temperature for the 

low melting point metals In, Sn and Pb. 

above © still shows a steady increase with temperature in all 

cases. This cannot be attributed to insufficient temperature to 

attain the classical regime, since this regime is reached with 

dp/dT decreasing steadily with T (see eq. 1). We believe that the 
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observed behaviour is at least partly due to a thermal expansion 

effect [1-3]. The increase of the lattice constants weakens the 

interatomic forces, reducing therefore the maximum vibration 

frequency, and thus ®. This has a direct effect in p, and it can 

be shown [2-5] within the Debye model (p/Ta« @~? at high 

temperatures) that the classical behaviour of p should have a 

correction: 

p=AT(1+6ayT) (3) 

where a is the linear expansion coefficient, A is a constant 

and y is the Griineisen constant, y = —d(In® )/d(InV), V being 

the volume of the sample. Since a ~ 10-° K~', the correction 6 a y T 

is much smaller than unity for the temperature range under inves- 

tigation. We can then obtain from (3) a useful expression to 

analyze our dp/dT data (using 6ayT<<1): 

(1/p) dp/dT = (1/T) + Bay (4) 

Our experimental data agree rather well with this expression, 

as illustrated in Fig. 5 for Pb. From such plots we obtain: 

  

$98 (10°K")    
-3.8 

    ao in 1/T (10°K*) 4.0 
  

Fig. 5— Fitting of the experimental results of Pb to expression (4). 
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6 a y=6.7X10-* K~ (In), 5.3X10-* K~! (Sn) and 6.8xX107* K7? 

(Pb). These figures are indeed of the right order of magnitude 

as expected from available a and y-data; e.g. Gay = 2.74 x 

x 10-* K-! (Sn), 4.72 x 10-* K~! (Pb). Our results appear, 

however, higher than the calculated values, and so further 

analysis seems necessary. 

The authors wish to express their thanks for the financial 
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ELECTRON SCATTERING AND CRITICAL BEHAVIOUR (*) 
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Centro de Fisica da Universidade do Porto 

4000 Porto, Portugal 

(Received 13 December 1982) 

ABSTRACT — The Hall effect resistivity (»,,) of a ferromagnetic alloy 

has been investigated in a Tb,,-Gd,, sample (hcp structure; T,= 244 K), in 
the temperature range 77-300 K and with applied magnetic fields up to 

7.96 X 105 A.m—! (10 KOe), A reversal in the sign of p,, has been observed 

at T* = 175 K, suggesting the existence of competing electron scattering 

mechanisms. We analysed such effect in terms of the skew and side-jump 

contributions. 

The magnitude of the Hall resistivity over the whole ferromagnetic phase 

investigated could be well described in terms of the Hall resistivities of 

pure Tb and Gd. 

The high accuracy of our data enabled the observation of spin-fluctuation 

effects near the Curie point of Tb,,-Gd,,. In particular we obtained the 
quantity dp,,/dT, which exhibits the critical features associated with a 

second-order magnetic transition, A preliminary mean-field analysis is made 

in the paramagnetic phase. 

1 — INTRODUCTION 

The Hall resistivity », = E,/j (Ey = transverse electric field; 
j = longitudinal current density) results from the transverse 

motion of the electrons under an applied magnetic field H,, 

which produces a magnetic induction B inside the sample. In a 

normal metal, the Hall resistivity is entirely due to the Lorentz 

force on the electrons and thus simply related to B: 

po, = R,.B (1) 

R, is the so called Hall constant. 

(*) Results presented at the Third General Conference of the Portuguese 

Physical Society (Coimbra, June 1982). 
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In a magnetic metal, a new contribution appears due to the 
finite magnetization M in the cooperative phase, and one then 
writes: 

Pu = ph +e = R,-B+p,.R..M (2) 
p}, is the “extraordinary” Hall resistivity and R, is the extraordinary 
Hall constant (», = vacuum magnetic permeability ). Usually in 
heavy rare earths we have R,>>R, (one or two orders of 
magnitude). This new term is caused by the existence of several 
asymmetric scattering processes (a) of the electrons by the 
lattice spins §,, through representative interaction Hamiltonians 

qo [1, 2]. An electron with a wave vector k has then a different 
probability of being deflected to one or the other side of the 

plane (k,§;). 
One possible mechanism in the localized spin systems of 

concern here (heavy rare earths) is the spin-orbit coupling 
A, |: S;, where | is the electron orbital angular momentum and A, 
is an interaction field [1,2]. As shown by Kondo [1], another 
important asymmetric term exists, of the form A,(1-S;)(s-§;,), 
where gs is the electron spin and i. an appropriate interaction 
field. Both terms originate preferential angular deflections for 
the electrons (k—k’), and so two distinct contributions for the 
Hall resistivity (skew scattering). 

Besides such angular deflections, there is a purely quantum 

mechanical effect associated with the electron interaction ( either 

of type A, or X,): the corresponding wave packet effectively 

suffers a small transverse displacement 8r with respect to its 

initial direction, the so called side-jump effect [3, 4]. This originates 
an additional contribution to the transverse current, and thus to 

the Hall effect. 

If we calculate the Hall resistivity within the first Born 

approximation for the \, and i.-skew scattering, one always 

finds py = 0. One has to go into the second Born approximation 

to obtain a finite contribution to the skew scattering Hall resist- 

ivity. The side jump contribution to py can be calculated by 

recalling that, for each collision, an electron suffers a transverse 

displacement Sr, , to which we can associate an effective 

transverse velocity Sr, /7, where ; is the average time between 

consecutive collisions. 
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The calculations show that [5, 6]: (i) for the \,-skew scattering 

(S.S.) and the side jump effect (S.J.) the Hall resistivity keeps 

the same sign over the whole cooperative phase (ii) for the \.-term 

the Hall resistivity changes sign once, as T increases from 0 up 

to the magnetic critical point T,. All these contributions may 

be simultaneously present, and this can bring considerable 

difficulties to separate them out of the measured Hall resistivity. 

In magnetic systems like Gd, GdAl,, PrAl,, NdAl., [7, 8,9] the 

Hall resistivity exhibits the same sign over the whole temperature 

range, and this indicates the predominance of the i, contributions. 

On the other hand, in elements like Tb or Dy, the Hall resistivity 

changes from negative values near T, to positive ones at lower 

temperatures [10, 11, 12]. 

In this context it is very useful to study magnetic alloys 

formed by elements which, when isolated, display one of these 

two types of behaviour. In the work reported here we study a 

ferromagnetic Tb,;-Gd.; alloy, formed by Tb, which exhibits a 

reversal in the sign of », (when alone), with Gd, for which p, 

exhibits an intrinsic negative sign over the whole ferromagnetic 

phase. Quantitatively, it is also of interest to correlate the mag- 

nitude of py in the alloy at each temperature with the corre- 

sponding values for the elements Tb or Gd. 

Besides the problem of the sign and magnitude of py, in the 

alloy, we also gave particular emphasis to the investigation of 

the critical behaviour of the Hall resistivity in the vicinity of the 

Curie point T,. This is best achieved through the measurement 

of the temperature derivative dp,/dT in the transition region, 

which requires fairly high resolution in the p(T) measurements. 

To the best of our knowledge, this brings a novel contribution 

to the available experimental studies on the Hall effect (see ‘also 

ref. [7]). 

2— RESULTS AND DISCUSSION 

High accuracy data on p(T) were obtained with a lock’ in 

technique [7], using a.c. currents of about 0.5 A through the 

sample, and applied magnetic fields up to 7.96 x 10° A.m~! (10 KOe). 
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The ferromagnetic sample was a thin slab of Tb,;-Gd.; with 

dimensions 0.22 x 2.65 x 9.1 mm’, and the measurements were 

performed in the temperature range 77-300 K, at several values 

of the applied field (H,). This field was set perpendicular to 

the slab plane. Inversion of the applied field was made at each 

experimental point to extract the odd part of the transverse 

voltage, i.e. the Hall voltage. 

As an illustration we show in Fig. 1 the p,(T) curves with 

H, = 3.88 x 10° and 7.72 x 10° A.m-'!. Similar measurements 

have been performed at H, = 0.80 <x 10° and 1.59 x 10° A.m-’. 

  

L 2 

Loree ------ ------%,- a Se Rly (eae SE te mens See oes SE eee Bs eS 
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Fig. 1— Hall resistivity of a polycrystal of Tb,,-Gd,, as a function of tempe- 
rature (T) for two different values of the applied magnetic field (H, ). 
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The Hall resistivity vanishes and changes sign at T* = 175 K, 

becoming positive below this temperature, with a broad maximum 

around 135 K. The observation that p,(T* ) = 0, irrespective of 

the magnetic field, is consistent with the usual separation of the 

Hall resistivity as a sum of a normal (p?,) and an extraordinary 

contribution ( p%,). In fact, under our experimental conditions, H, 

is too small to produce magnetic saturation in the sample at T* [13]; 

and so the average magnetization is then given by [7]: 

M = H,/D (3) 

where D is the demagnetization factor of the sample (D~1 in 

our geometry ). Then we get (from eq. 2): 

pu(T) = polR(T)+R,(T)] . (H,/D) = wo fR(T)+R,T)]H, (4) 

It becomes clear that T* is just the temperature at which the 

quantity inside the brackets vanishes, i.e. 

R,(T*) = —R,(T*) (5) 

The rapid decrease of p,(T) in the paramagnetic phase is 

due to the corresponding decrease of the induced magnetization, 

by thermal disorder. More precisely, the induced magnetization 

above T, is given by 

M(T,H,) = x(T) [1+ Dx(T)]7’.H, (6) 

where x(T) is the magnetic susceptibility in the paramagnetic 

phase (defined by x = M/H;, where H; is the internal magnetic 

field, H, = H, + (1—D).™M). In this equation the denominator 

takes account of the effect of the demagnetizing field. Then the 
quantity p, measured at constant H, is approximately given by 

(from eq. 2): 

Py ~ HoR Ha + poR,.x(T) [1+ Dx(T)]°. A, (7) 

At T sufficiently above T,, i.e. when the short range spin-spin 

correlations become negligible, both R, and R, are independent 

of temperature, and so the decrease of py is entirely imposed by 

the decrease of x (T). The magnitude of py at constant T should 
then increase linearly with H,, as supported by the experimental 

results (see Fig. 1). The same linearity is observed at sufficiently 
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low temperatures, when the applied field becomes insufficient to 

saturate the sample (M~H,, see eq. 3; and eq. 4 for p,&H,). 
Near the Curie point, R,,R, and M are strongly dependent 

on the applied field, due to the field effect on the spin-spin 
correlations, and thus p,, ceases to be a linear function of H,. 
This is clearly shown in Fig. 2, with py-data corresponding to 
H, = 0.8 x 10°, 1.59 x 10° and 7.72 x 10° A.m-}, 

  

+ H.50.80x10" Ari" 
Ne w H.=159x10° A.mi! 

» Hae7.72410" A.mn!   = =12.5 
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Fig. 2— Near the Curie point the Hall resistivity ceases to be proportional 

to the applied magnetic field. 
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The general shape of »p,(T) in polycrystalline Tb,,-Gd.; is 

remarkably close to the curve obtained from an interpolation 

of the p,(T) curves for polycrystalline Gd and Tb [14], weighted 

by the appropriate atomic percentages and with T scaled by the 

corresponding T, values (Fig. 3), ile. 

PH ( T/T, )ailoy = 0.75 PH ( T/T, )to + 0.25 PH ( T/T, Joa (8) 

One can now add some comments on the possible role of the 

different skew and side jump contributions. The ).-contributions 

are expected to be fairly small, since they result directly from 

a second order effect, ie. from the polarization. of the conduction 

electrons by the lattice spins. For the case of pure Gd, for which 

a complete separation has been achieved recently [9], the small 

magnitude of the A.-contributions has indeed been confirmed. 

In a first approximation we neglect these contributions in Tb,;-Gd.;. 

Since none of the \,-contributions changes sign in the ferromagnetic 

phase, when alone, the experimental verification of a reversal in 

the sign of py for Tb;;-Gd., clearly indicates that both .,-contri- 

butions (skew and side jump) are important in this alloy and have 

opposite signs. A more elaborate analysis of these results is in 

progress, with an extension of the theory of the Hall effect to 

the case of magnetic alloys. 

With regard to the critical behaviour, Fig. 4 displays the 

temperature derivative dp,,/dT as a function of temperature, the 

derivative being obtained by “local” (3-point) numerical diffe- 

rentiation of the p,,(T)-data. For convenience the data have 

been normalized by a factor py(T,). The existence of “critical 

features” in the Hall effect is evidenced by the very sharp dip 

in dp,,/dT at T = 244.0 K. This value is in good agreement with 

the Curie temperature previously obtained with Tb,;-Gd.; single 

crystals, using magnetization (T, = 245 + 2 K ) [13] and electrical 

resistivity studies (T,=244.8+0.5 K) [15]. Also, the minimum in 

1/py (T,).(dpy/dT ) at T, gets less sharp as H, increases, as 

-expected from the reduction of the spin-spin fluctuations caused 

by the increase in H,. 
As mentioned above, the role of these fluctuations diminishes 

markedly as T increases in the paramagnetic phase (in heavy rare 

earths, they can be neglected for « 210~', with « = (T-T,)/T,; 
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Fig. 3— Comparison between the experimental Hall resistivity (p,,) of 

Tb,,-Gd,, and the theoretical prediction based on the Hall resistivities of 

polycrystalline Tb and Gd (eq. 8). 
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  see e.g. ref. [15]), and so R, and R, are expected to become 
constant. Then eq. (4) predicts 

Po ~ Roo Ha + Ry oo x Hy 

law [13], 

x = C/(T-T#) 
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Fig. 4— Temperature dependence of the thermal derivative, dp,,/dT, of the 

Hall resistivity, normalized by p,, (T,); T, = 244 K. 

Assuming, for T sufficiently above T,, that x obeys a Curie-Weiss 

(10) 

(9) 
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where T* is the paramagnetic Curie-Weiss temperature and C 
the Curie-Weiss constant, the expression (9) takes the form: 

Py (T) = A+B/(T-TF) (11) 

where A and B are constants. 
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Fig. 5— Hall resistivity of Tb,,-Gd,, versus (T-T%)~1, where T* is the 

paramagnetic Curie temperature (T¢= 250 K ); from the linear plot we 

obtain the constants A and B of eq. (11). 
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In order to check this prediction we performed a numerical 

analysis of our p,,-data above 275 K (« > 1.27 x 10"), with T* 

considered as an adjustable parameter. For a chosen T* value, 

a least squares fitting to expression (11) gave the values of A 

and B with the corresponding relative errors and the correlation 

parameter (oc), indicative of the quality of the fitting. The 

correlation « was found to be maximum for T* = 250.0 + 0.25 K 

(o = 0.9985 ) and the errors in A and B were found minima at that 

temperature (A=(1.00+0.02).10—*° Qm, B=(45.97+0.86).10~® QmK). 

The good quality of the corresponding fit can be seen in Fig. 5. 

Further data analysis is in progress for temperatures very 

close to the Curie point, in order to extract relevant information 

on the critical behaviour of the Hall effect. Also, the experimental 

investigation of the relation between the critical behaviour of 

puy(T) and that of the magnetic susceptibility x(T) is being 

contemplated. 

This work has been supported by INIC and NATO Research 

Grant 1481. Thanks are also due to Drs. D. Hukin and G. Garton 

from Clarendon Laboratory, Oxford University, for the sample 

preparation. 
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ABSTRACT —A contribution to the study of the electron density 

distribution in VF, is given in the present paper. 

A set of observed X-ray intensities from a single crystal were placed on 

the same scale as corresponding values calculated for a postulated model; 

the scale factor was obtained from least-squares refinement of high order 

data (0.6 A-t <(sing)/\ < 1.1 A”). 
Fourier difference maps are shown for different sections through the 

unit cell. 

1 — INTRODUCTION 

The compound VF, has been synthesized by Stout and Boo [1]. 

These authors have investigated its heat capacity in the tempe- 

rature range 5-300 K as well as the magnetic interactions respon- 

sible for the magnetic ordering in the compound. More recently, 

the crystal distortion associated with magnetic ordering has been 

studied by Mc-Cain et al. [2] who measured the lattice parameters 

of single crystals of VF. at different temperatures ranging from 
4.2K to 298K. 

Statistical tests on the X-ray diffraction data together with 

a study of the crystal structure and anisotropic thermal parameters 

of single crystals of VF, have been carried out by Almeida et al. [3]. 

The present study represents a further contribution leading 

to the determination of the electron densities in that compound 

in order to investigate possible asphericities in the electron dis- 

tributions. 

(*) Results presented at the Third General Conference of the Portuguese 

Physical Society (Coimbra, June 1982). 
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2— DATA COLLECTION 

VF, has a rutile type structure with space group P4./mnm 

(Stout and Boo) [4]. 

A single crystal of VF, with approximate dimensions 

(0.04 X 0.05 X 0.10 )mm* obtained from a large specimen grown 

by B. J. Garrard, Clarendon Laboratory, Oxford (England) was 

used in the present study. 

The lattice parameters have been determined as described 

elsewhere [3]. 

a = b = (4.803 + 0.005) A ; c = (3.235 + 0.005) A 

Several » —26 scans were carried out to measure the 

integrated intensities of 1177 reflections out to (sin @)/dA = 1.1 A 

on a CAD4 four-circle diffractometer using Mo-Ke radiation and 

a graphite monochromator. For each hkl, between two and 

sixteen equivalent reflections were collected to enable a study 

of absorption and extinction in this crystal. The intensities of 

three reflections were periodically measured and used as standards 

against which all reflection intensities were calibrated. 

3— DATA REDUCTION 

Lorentz and polarization corrections were applied to the 

measured integrated intensities I,,; > 3o0y,,, Where o,,, is the 

standard deviation of the intensity I, . 

An empirical absorption correction described by North et al [5] 

based on the method proposed by Furnas [6] was applied in an 

attempt to improve the agreement between equivalent reflections. 

The calculated transmission factors varied between 0.946 

and 0.998. For each group of equivalent reflections, thus corrected 

for absorption, agreement factors were calculated as: 

k= 3. Fria ~ Fey | / (= Fi ) 

R= { a | Fur Fay |" / (3% Fra ) a 

where F,,, represents the average of the structure amplitudes of 

a group of { hkl \ equivalent reflections. For most reflections the 

values of R and R’ were of the order of 1 % and 2 % respectively; 

only for six reflections both R and R’ varied between 2 % and 5 %. 

72 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 71-79, 1983



M. M. R. Costa et al. — Study of the electron distribution in VF, 

Within each group of equivalent reflections, those for which 

\ Fira - Fay | > 3 ong were rejected: the remainder were used to 

calculate a new value of F,, which was used in all subsequent 

calculations. 

A set of structure amplitudes, F,, were calculated on the 

assumption of spherical distributions of electrons around the 

nuclei of vanadium and fluorine atoms: the atomic scattering 

factors for the ionized spherical atoms were obtained from the 

constants a,j, b; (i= 1, 3) and c listed on the International 

Tables for X-ray Crystallography (vol. IV); anomalous dispersion 

corrections for Mo - Ke radiation were included. 

A least squares refinement (hereafter referred to as refine- 

ment (i) ) was carried out including all 113 reflections with 

0.1 A <(sin@)/A < 1.1 A”. The results obtained for the aniso- 

tropic thermal parameters and position of the fluorine atom agree 

with those given elsewhere [3] for this structure. They are shown in 

the table together with the value of the scale factor. The observed 

structure amplitudes multiplied by the scale factor were then 

plotted against the corresponding F,. The significant deviation 

from the straight line of the two points representing the 110 and 

the 002 reflections indicated the presence of extinction affecting 

these intensities. 

A further refinement of the above mentioned parameters 

based on all but these two reflections was performed, yielding 

refined values in good agreement with those previously obtained. 

In order to bring the experimental intensities on an absolute 

scale, a direct measurement of the scale factor, S, would be 

desirable. It is reasonable to expect that this will differ signifi- 

cantly from the value yielded by a refinement which includes 

reflections with low (sin @)/d: in fact any deviation of the real 

electron density from the postulated spherical model is likely to 

modify the calculated intensities of such reflections; moreover, 

these low angle reflections, having usually the highest intensities, 

are the most significantly affected by extinction. These two 

effects add up to mask the “true” value of the scale factor. 

However, it has been pointed out by Stevens and Coppens [7] 

that a refinement of positional and thermal parameters based on 

higher order X-ray data usually yields a scale factor in good 

agreement with experimental values. 
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On the basis of such arguments a refinement based on only 

68 reflections with 0.6 A < (sin @)/\ < 1.1 A~ was considered to 

be more correct; the results of this refinement (hereafter referred 

as refinement (ii) ), also shown in the table, are to be compared 

with those obtained from the refinement of low and high order 

data. It may be seen that only the values of the scale factor are 
significantly different, as one would expect. The values of SF, are 

plotted against the corresponding F, in Fig. l-a, which evidences 

the presence of extinction. 

  

Refinement (i) Refinement (ii) 

  

Vv F Vv F 

  

Uy 0.0058+0.0002 | 0.0116+0.0009} 0.0063+0.0008 | 0.0127+0.0002 

Us, 0.0049+0.0003 | 0.0077+0.0004} 0.0054+0.0001 0.0085 + 0.0003 

u,, | -0.0002+0.0003 | -0.0053+0.0005 | -0.0002+0.0001 | -0.0057+0.0005     
  

  

x — 0.3048 0.0005 — 0.3050 = 0.0003 

Ss 0.150 £0.002 0.140 +0.003 

R 0.018 0.014 

Ry 0.023 0.021 

g — (0.93 £0.06) X 10-5       
An attempt to correct the extinction effect was made, 

multipliying the calculated structure factors, F., by (1+ glI.)7 

where I, is the calculated intensity and g an extinction parameter; 

the refinement of g was carried out keeping all therma! and 

positional parameters fixed at the values given by refinement (ii) . 

Values of SF,, thus corrected for extinction, are plotted in 

Fig. 1-b against the corresponding F.; comparison with Fig. l-a 

shows the extent to which the extinction effect has been corrected. 

  

Fig. 1 (facing page) —(a) Plot of SF, against F., before the extinction 

correction. (b) Plot of SF 0 against Fo when an extinction correction is 

applied to the observed structure amplitudes. 
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Fig. 2— Fourier map of the observed structure amplitudes, SF, - 

@® : position of V atoms; (1 : position of F atoms. 

(a) Section [001] of the unit cell. 

(b) Section [110] of the unit cell. 

  

Fourier analyses of the observed (scaled) structure amplitudes, 

SF,, and of the differences (SF,-F,) have been carried out. The 

corresponding density maps through different sections of the unit 

cell are shown in Figs. 2 and 3. 
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In all maps the curves away from the atomic positions are above 

the significance level. This was estimated by performing a Fourier 

analysis of the standard deviations of the observed data and 

drawing the corresponding density maps, shown in Fig. 4. 
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Fig. 3—Fourier difference map, SE.-F Contours at 1/30 those of SF. 

Broken lines represent negative contours. 

(a) Section [001] of the unit cell. 

(b) Section [110] of the unit cell. 
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Fig. 4—Fourier map representing the distribution of the errors in the 

unit cell. Contours at 1/30 those of SF, . 

(a) Section [001] of the unit cell. 

(b) Section [110] of the unit cell. 

4 — DISCUSSION 

A meaningful interpretation of the present results requires a 

direct measurement of the absolute scale, as was pointed out 

above; experiments leading to its determination are planned and 

will be carried out soon. 

78 Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 71-79, 1983 

 



  

M. M. R. Costa et al. — Study of the electron distribution in VF, 

Comparison of Figs. 3 and 4 shows that the difference between 

the postulated spherical distribution of electrons in both V?+ 

and F~ ions and the real electron distribution, although rather 

small, is above the significance level. The possibility that the 

results are masked by extinction is to be taken into account, 

even though an extinction correction has been applied to the 

measured intensities. This suggests the convenience of collecting 

similar X-ray data from another crystal where the effect of extinc- 

tion is greatly reduced; a nearly-extinction-free crystal has 

alread been selected and the results obtained will be compared 

with those of the present work. 

It follows from the above arguments that definite conclusions 

concerning the electron density distribution in VF, cannot yet 

be drawn. However, it appears that the Fourier difference maps 

(Fig. 3) indicate a deficiency of electrons in the bonding direc- 

tions, V-F. 

We are indebted to the Cultural Service of the German 

Federal Republic Embassy, the Deutsche Akademischer Austaus- 

chdienst (DAAD ) and the German Agency for Technical Coope- 

ration (GTZ) for their interest that made possible the offer to 

our research group of the CAD4 SDP34 automatic diffractometer 

with which the present work was done. 
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ABSTRACT —The paper deals with the interpretation of transport 

properties of amorphous hydrogenated silicon films (a-Si:H) through dark 

conductivity and photoconductivity measurements. a-Si:H films were produ- 

ced by r.f. glow discharge coupled either inductively or capacitively to a 3% 

SiH,/Ar mixture at different crossed electromagnetic static fields. The data 

concerned with the dark activation energy, photoactivation energy and 

photosensitivity, Copn/oa) 2500? of a-Si:H films can account for their 

optoelectronic properties, which are strongly dependent on the deposition 

parameters [1, 2, 3]. We also observed that crossed static electromagnetic 

fields applied during film formation influence hydrogen incorporation in a 

manner different from that proposed by Knights [4] or Fritzsche [5]. 

1 — INTRODUCTION 

In recent years the electric and optical proprieties of a-Si:H 

films have received an increasing amount of attention. Work by 

Spear [6], Knights [7], Okamoto [8], Taniguchi [9] and Mar- 

tins [1,2], has pointed out the role played by the deposition 

conditions on the electric and optical properties of the films. Their 

results have shown that it is possible, by a correct arrangement 

(*) Based on results presented at the Third General Conference of 

the Portuguese Physical Society (Coimbra, June 1982). 
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of the deposition parameters, to obtain a-Si:H alloys with a low 

density of defect gap states, high photoconductivities and well 

defined conduction paths. We observed that it is possible to pro- 

duce a-Si:H films at high growth rates (~ 10 A s~') [10], with 

good substrate adhesion and suitable optoelectronic properties. 

Films produced under static crossed electromagnetic fields are 

particularly suitable for use in photoelectric devices; their pro- 

duction would involve an industrial process faster and cheaper 

than those used for crystalline or polycrystalline materials. 

2— EXPERIMENTAL DETAILS 

a-Si:H films were produced by r.f. glow discharge of a 
pre-mixed 3% SiH,/Ar mixture fed into a capacitively or induc- 

tively r.f. (signal ) coupled deposition chamber using a gas flow 

rate lower than 1000 c.c. min~'. The substrate temperature, reactor 

pressure, r.f. power and frequency of the discharge are kept 

constant, respectively of the order of 260°C, for inductive films 

(I. F.), 325°C for capacitive films (C.F.), 1 torr, 20 W and 

12.9 MHz. For C.F. films, 7059 Corning Glass substrates are 

placed in both sides of the heated pedestal, A— C.F. and P—C. F. 

films [1]. 

Dark conductivity and photoconductivity measurements as a 

function of the reciprocal temperature were performed in samples 

provided with aluminium evaporated electrodes in a gap cell con- 

figuration. Air Mass 2 sunlight produced by a G.E. quartz-line 

ELH tungsten halogen lamp was used for photoconductivity 

measurements [1, 2]. 

3— DARK CONDUCTIVITY AND PHOTOCONDUCTIVITY 
MEASUREMENTS 

Dark conductivity (og) and photoconductivity (o,),) versus 

the inverse of absolute temperature (T~!) were measured in 

samples produced either capacitively or inductively coupled at 

different crossed static electromagnetic fields. In general og versus 

T~? plots show well defined activation energies (e,) , except for 

a few samples produced without or at low bias. For such samples 
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we observed that o, is proportional to T~'/*. This means that the 

conduction mechanism is hopping assisted. Here the indicated eo 

value must not be regarded as an activation energy since it is 

correlated with the asymptote to the og versus T~' curve con- 

taining the room temperature value. 

Fig. 1 summarizes the e values as a function of holder’s 

bias 
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Fig. l-a — Activation energy as a function of holder’s bias (B=0). 
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Fig. 1-b — Activation energy as a function of holder’s bias (B ~ 1 KG). 

B~1 KG (Fig. 1-b). The configuration of the dependence of 

e, on Va. changes completely, either for I. F. or C.F., when we 

apply a crossed magnetic field ~ 1 KG. This change is associated 

with a shift upward in ey values, for I. F. and C.F., of the order 

of 0.25 eV, for any value of the V,. signal. The maximum value 

of ey (~ 0.73 eV) for C.F. corresponds to Vg.~ 0 V. For I.F. 

e, maximum (~ 0.7 eV) corresponds to V4, ~ — 75 V. Both films 

were produced under the action of a static magnetic field ~ 1 KG. 

Fig. 2 shows photoactivation energy values (¢,,) deduced 

from photoconductivity measurements for I. F. and C. F. deposits 
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as a function of V,. with B = 0 KG and B of the order of 1 KG. 

The e,, values are of the order of 0.1 eV for I. F. deposits and 

respectively 0.1 eV and 0.2 eV for A— C.F. and P —C. F. deposits, 

independently of the applied voltage. Using a discrete model like 

those proposed by Rose [11] and Spear and coworkers [6] we 

can ascribe «,, values to transitions between localized states 

located near the valence and conduction band edges. Thus for 

I. F. and A—C.F. deposits «,,, values of the order of 0.1 eV can 

be correlated with the existence of an activated recombination 

lifetime (rp) associated with a high density of defect-gap-states 

[12, 13], high concentration of charged centres located near the 

valence band and/or hydrogen content [7]. However when rp is 

unactivated «,, is of the order of 0.2 eV (P—C.F.), which can 

be associated with a low density of defect-gap-states and/or hydro- 

gen positively charged centres. 

4—THE NORMALIZED PHOTOCONDUTIVITY AT ROOM 

TEMPERATURE — 7. 7 PRODUCT 

Considering the importance of the normalized photoconduc- 

tivity at room temperature — (7. uw. 7) 500, the product of the quan- 

tum efficiency, 7, the drift mobility, », and excess carrier lifetime, 

7+—in the characterization of photovoltaic materials, we studied 

its dependence on the crossed static electromagnetic fields applied 

during formation of the films. The quantity under consideration 

may be written 

(9. HT )o500 = pn) 2500 L?/(efV) 

where I,,,, is the photocurrent, L the electrode spacing, e the electron 

charge, f the number of incident photons per unit area and second 

and V the applied voltage. 
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For I. F. deposits we observed bias dependent ( 7. pu. 7 )a50c 

values reaching a maximum in the Vg, range [+ 50, + 100 V] 

as can be observed in Fig. 3-a. For C.F. deposits the (7. u. 7 )os0c 

maximum value, located in the same range as observed for I. F. 
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Fig. 3-a — (yy. T apo product as a function of holder’s bias for 

inductive films. 

deposits, is shifted towards a Vy, range [—30; —60 V] through 

application of a crossed static magnetic field of the order of 1 KG 

during film deposition (see Fig. 3-b). 
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5 — PHOTOSENSITIVITY. PLASMA KINETICS 

AND SURFACE REACTIONS 

We found bias dependent photosensitivity ratios ( ¢p,/04 )250c 

either for C. F. or I. F. deposits produced with B = 0 KG and B of 

the order of 1 KG (see Fig. 4). Thus it seems important to 
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know the holder’s potential with respect to the plasma, as well as 

the holder’s floating potential (for the unbiased case), since both 

plasma kinetics and surface reactions depend on such values. 

In order to know the plasma potential and the holder’s floating 
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potential we obtained the I(V) characteristic curves of the plasma 

at a fixed gas temperature ( ~ 280°C) and discharge pressure 

( ~ 1.5 torr ) as a function of r. f. power delivered to the discharge 

for B = 0 KG and B of the order of 1 KG (see Fig. 5). Such 

measurements have been carried out using a Langmuir plasma 

diagnostic probe placed near the substrate. 

Our results show that when B = 0 KG the (o,)/04 )o50¢ ratio 

improves as | Vq,| increases both for C.F. and I. F. deposits. This 

indicates that positive holder’s bias do not enhance the amount of 
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hydrogen or the number of polysilicon dihydride molecules ( SiH, ), 

incorporated into the films, as suggested by Knights [4] and 

Fritzsche [5]. This result agrees with the raising photoconductivity 

values for such films which is indicative of a low density of 
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recombination centres related with few polymerization centres 

and voids [14]. Similar results have been reported by Hamakawa 

et al. [15] who observed a maximum in (o,)/oq )o5.0 ratio as a 
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function of V4, for B= 0 KG at Va, in the range [0; + 50V], 
associated with a substrate potential of the order of —60V with 
respect to the plasma. As we can see plasma kinetics and surface 
reactions are not ruled only by the r.f. power delivered to the 
discharge which in fact controls the plasma potential; the holder’s 
bias is also important. This means that ion damage and electron 
bombardment, which will influence the number of incorporated 
defects and the local H binding, will depend on the holder’s poten- 

tial with respect to the plasma. 

When B is of the order of 1 KG the dependence of ( Opn/ Fa ) 2500 

on Vq. is opposite to that obtained for B= 0 KG. This result 

means that, avoiding ion damage or electron bombardment of the 
substrate, the number of dihydride molecules ( SiH.) decreases 

as the number of monohydride molecules increases [5, 1]. 

This can be explained by the differences observed in the 
plasma potential values at B = 0 KG and B~ 1 KG (Fig. 5). 

6 — CONCLUSIONS 

Taking into account the results concerning the dark conduc- 

tivity and photoconductivity measurements we can conclude that 
film properties are strongly influenced by the electrode geometry 
(I. F. or C.F. deposits) and the kind of static electromagnetic 

fields used [10]. We also observe (see Fig. 3 and Fig. 4) that, 

for inductive or capacitive films produced under the action of 

negative holder’s bias (B = 0 KG), while the (o,)/o4 )o50q ratio 

increases (which is indicative of increasing SiH/SiH, ratios) the 

(7. yu 7 )250¢ Products decrease or remain almost constant. On the 

other hand, P—C.F. deposits, although related with an amount 

of incorporated H lower than A —C.F. or I. F. deposits [2] present 

a poor photoconductivity. Both results show that the SiH/SiH, 

ratio is not a good measure of film quality for photovoltaic appli- 

cation, as suggested by Knights [4] and Fritzsche [5]. 

As a matter of fact, our previous work [1, 2, 3] confirms 

that the application of static electromagnetic fields during film 

formation disturbs the plasma decomposition process and the 

surface reactions, controlling the growth rate [10] and optoelec- 
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tronic properties [1, 2, 16] of the films. Thus, it seems that the 
best films for photovoltaic purposes are the capacitive ones pro- 

duced with Vy, e¢ [0; —50V] and B of the order of 1 KG or 

Vac € [ + 50; + 100 V] and B = 0 KG, corresponding to holder’s 

potentials, with respect to the plasma, of the order of [--180; 

— 230 V] and [— 20; —70V], respectively (see Fig. 3, 4 and 5). 

According to our results the most convenient deposition 

technology of amorphous silicon hydrogenated alloys for photo- 

voltaic applications is the static electromagnetic controlled r. f. 

glow discharge. 
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C. S. FURTADO 

Centro de Fisica da Radiacfo e dos Materias (INIC), Universidade, 

3000 Coimbra, Portugal 

(Received 21 January 1983: final form in 28 February 1983) 

ABSTRACT — The varistor effect is described in the Bi doped ZnO and 

the theory which attributes this effect to a space-charge layer between 

semiconducting grains is briefly related. The structure of a single-contact 

varistor is presented. The ideas underlying a quest for new ceramics, which 

might show the varistor effect, are expressed. The results obtained with 

sandwich-type structures, either Li doped NiO or Ti doped Fe,0,, having 

intermediate foils of Bi, Sb, Cr, Mn and Co oxides are presented. 

1 — INTRODUCTION 

The varistor effect in bismuth-doped zinc oxide. 

In some polycrystalline ceramics, such as silicon carbide and 

zinc oxide with small additions of certain oxides [1, 2, 3], one 

observes the so-called varistor effect, characterized by a rectifier, 

bidirectional effect through several orders of magnitude of the 

current intensity, as illustrated in Fig. 1. At low voltage, the 

material shows great ohmic resistance; at a somewhat higher 

voltage nonlinearity sets in, a breakdown occurs and the current 

intensity increases very steeply with the voltage, according to a 
relation usually described by a power law, I = k V*; for still higher 

voltages, we come to the up-turn region and the resistance takes 

again ohmic character. 

(*) Results presented at the Third General Conference of the Portuguese 

Physical Society (Coimbra, June 1982). 
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Fig. 1 — Current voltage characteristic of a bismuth doped zinc oxide varistor. 

The varistor effect is generally attributed to a boundary effect 

at the interface of the grains [2]. The microstructure of a zinc 

oxide varistor, which gives support to this interpretation, is shown 

in Fig. 2 [4]. It can be seen that between the semiconducting 

96 

  

Fig. 2— Microstructure of zinc oxide doped with bismuth [4]. 
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grains of zinc oxide with dimensions of order 10 »m (A), there 

is a layer rich in bismuth (B), and regions with spinel (C). The 

existence of bismuth is generally considered fundamental in order 

to allow, during the sinterization, that the grains have their sur- 

faces wetted, thus promoting their oxidation and, consequently, 

the intergranular fixation, as oxides, of other elements which are 

added in green (Bi, O;, Co,O0,, MnO, Cr,O;,...). The substi- 

tution of a divalent zinc ion for a trivalent ion gives rise to an 

extra positive charge, 50 Angstroms wide, internally adjacent to 

the grain surface, which implies the formation of a negative charge 

in the intergranular region. This corresponds to back-to-back 

Schottky diodes, consisting of a charged interface in association 

with a space-charge layer, which has both ionic and electronic 

parts. 

A metal-oxide varistor is very often described by the simple 

equivalent circuit shown in Fig. 3. A pure capacitance, Cy. in 

parallel with a voltage dependent resistance, R,, represents the 

intergranular layers, while r, is the resistance of the semicon- 

ducting grains. For low applied voltages, R, exhibits an Ohmic 

behaviour. 

  

  Rp + Cp 

    

Fig. 3 — Simple equivalent circuit representing a metal-oxide varistor. 

Portgal. Phys. — Vol. 14, fasc. 1-2, pp. 95-103, 1983 97



  C. S. FurTtapo — On the quest of new ceramics for varistors 

Single-Contact Varistor. 

In order to reproduce the structure ‘“grain-intergranular 

region-grain’, it was thought to make a single-contact varistor. 

This consists (see Fig. 4) of a structure of two slices of zinc oxide 

doped with other oxides in very small percentages [5], or of 

zinc oxide single-crystals [6], between which a foil with a thickness 

of the order of 100 um is placed. This assembly is sintered under 

pressure, leading, in a controlled way, to a single contact of 

sequence zinc oxide grain (semiconductor) — potential barrier — zinc 

oxide grain (semiconductor). 

p~1-SMPa    

   —foil of oxides 

ZnO(with or withouth 
oxides ) 

Fig. 4— Structure of a Single-Contact Varistor. 

2— LOOKING FOR NEW SUBSTANCES FOR VARISTORS 

The quest of new ceramics, which exhibit the varistor effect, 

was mainly influenced by two ideas: 1) to find an oxide, simple 

or adequately doped, which manifests a semiconducting behaviour 

and has a convenient charge carrier concentration, and 2) to dis- 

cover the additives and their adequate concentrations which can 

originate an intergranular potential barrier. 

Semiconducting ceramics with controlled carrier concentra- 

tion, based on nickel oxide doped with lithium and ferrous oxide 

doped with titanium, were obtained after suitable thermal 

treatments. In the formation of the foil, to be placed between the 

semiconducting oxide slices, oxides were used which have a metal 
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with a) valence different from that of the metal in the oxide 

of the grains (Ni or Fe) and b) a greater atomic diameter. It is 

supposed that, for reasons of minimum of free energy, the impuri- 

ties will segregate predominantly at the grain interface [7] 

originating, in that way, a space charge layer, already referred 

to in Section 1. 

3 — EXPERIMENTAL 

The approximate dimensions of the slices of semiconductor 

ceramics, with polished or unpolished faces, were 1.5x 1.51.0 mm®. 

To prepare the foils, a mixture of 2 grams of the chosen oxides, 

dispersed in 2 grams of deionized water, was ground, and 3 grams 

of an organic binder (Poliviol at 20 %) were added. The resulting 

emulsion was afterwards conveniently stirred. A paste was spread 

on a smooth sheet of glass (or plastic) with a brass roller whose 

surface was completely full of grooves. The depth of these grooves 

is the same as that of the required foil. We have used foils 250 »jm 

thick. A sandwich was formed by inserting this thin foil between 

a pair of the ZnO plates. 

This assembly was sintered either in a horizontal or a vertical 

oven. In the horizontal oven, the pressure was obtained through 

a spring, while, in the vertical one, this was achieved by means 

of weights. Temperatures, durations of sintering, as well as the 

used pressure, are reported in Table I. 

To get the characteristics I=1(V), good ohmic contacts 

with the ceramics were needed, for which we have applied the 

indium-gallium alloy at the eutectic point. The current intensity 

was measured with an electrometer (Model 610, of Keithley 

Instruments). For current intensities above 10-*— 10-7? Ampéres 

the measurements were made using pulses to avoid self-heating 

which causes thermal instability (thermal run-away). 

4— RESULTS 

We have tried to make varistors by using ceramics of nickel 

oxide doped with lithium and of ferrous oxide doped with titanium. 

The foils we employed were of: oxides of Bi and Ba in the pro- 

portion of Bi: Ba = 2:1; and oxides of Sb, Bi, Cr, Mn and Co in 

the proportion of Sb: Bi:Cr:Mn:Co = 4:2:2:1:1. 
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A preliminary objective, of obvious and fundamental impor- 

tance, is concerned with the mechanical stability of the structure. 

The attempts which were made and their results are concisely 

shown in Table I. We can conclude, although cautiously waiting 

further trials, that the duration of the treatment and the smoothness 

of the faces will favour mechanical stability. As to the influence 

of the pressure it seems there exists a recommended range of 

values. 

On the mechanically stable structures, measurements were 

made which led to the establishment of the I=1I(V) character- 

istics. In Fig. 5 it is shown the characteristic of the structure 

  

   
  

   

      

10° 1 . : ' ' 

10° t 
we 

10° + . 

S 
107+ f 
WwW 

@ 
zt 
Ke 
=| 
to) 

> 10 NiO,4%Li;Faces as cut; 
Foil of Bi:Ba=2:1; 

(T=1120C, p=1.0 MPa, t=1hr) + 

+(T=1200°C,p=0 Pa,t=1hr) 

10°F A 

16" 7 = : 5 T 5 ‘5 1 
10 10 10 10 10 10 10 

CURRENT (A) 

Fig. 5-— Characteristic I=I(V) of the structure of Attempt Nr. 3. 
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corresponding to attempt Nr. 3 (NiO, 4% Li; foil Bi: Ba = 2:1). 

In Fig. 6, can be seen the characteristics of structures where the 

slices were made of Fe.O;, with 15% (Attempt Nr. 6), 0.5% 

(attempts Nrs. 11 and 15) or 0.2 % (Attempt Nr. 12) Ti, the foil 

being, in all cases, formed with oxides of elements in the pro- 

portions Sb: Bi: Cr:Mn:Co = 4:2:2:1:1. 

5 
  10 T T T T T 

© ee © MPs = Ww. 
ove pe ger?™ eee vw 
Be at oe 

ae 3 -7 wore 

40° ~ “" oo. he a 7 iad 

we pe ra 

    
S 
E & 
w @ 

oO 

ras 
ou 10 & 5 

Fe,03 doped with Ti 

40° Foil of Sb:Bi:Cr:Mn:Co = 4:2:2:1:1 4       40! L 1 < L Ll 

10 10 

CURRENT (A) 

Fig. 6 — Characteristics I=I1(V) of the structures of Attempts 

Nrs. 6, 11, 12 and 15. 

Taking as a measure of the nonlinearity the value of the 

exponent a (in the relation I= kV“) we have, for each of the 

characteristics, the following maximum values: a,, = 2 (Attempt 

Nr. 3); a, = 2.2 (Attempt Nr. 6); a, = 1.4 (Attempt Nr. 11); 

Qn» = 4 (Attempt Nr. 12) and a, = 2.5 (Attempt Nr. 15). 
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We consider our results rather promising, intending therefore 

to go on looking for new ceramics which exhibit the varistor 

effect. 

Thanks are due to Prof. B. Hoffmann, of the Institut fiir 

Technologie der Elektrotechnik (University of Karlsruhe, West 

Germany), for his kind hospitality, and to the Deutscher Akade- 

mischer Austauschdienst (D.A.A.D.) for a generous fellow- 

ship. 
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ABSTRACT —A general purpose Multichannel Analyser (MCA) to a 

micro-computer (C) software interface has been developed, The system 

is based on a small low cost 8-bits » C running under the CP/M disk operating 

system, and it allows bidirectional data transfer betwenn a MCA and a uC, 

the storage of the acquired data on the MCA into a disk file, the decoding 

and condensing of the data, and it enables the user to perform an immediate 

data analysis. The concept of the design is user independent and it can be 

configured at any given time by a simple modification of some data files. 

Specially suited for an easy implementation on common situations in physics 

laboratories, the system developed offers (in many respects ) the same 

facilities as those available in data acquisition systems based on PDP mini- 

computers, for a fraction of the cost. 

1 — INTRODUCTION 

The application of computing power in the physics laboratory 

is an expanding field, specially after microprocessors became 

generally available in the last few years. These applications 

(*) Research partially supported by Centro de Fisica Nuclear (INIC ) 

and Centro de Fisica Molecular (INIC). The present paper is based on 

results presented at the Third General Conference of the Portuguese Physical 

Society (Coimbra, June 1982). 

(2) Present Address: Departamento de Estatistica, Invest. Operac, e 

Computacdo, Faculdade de Ciéncias, 1294 LISBOA CODEX. 
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concern different requests in laboratory measurement work, which 
we may classify in the following groups: i) control; ii) data 
logging; iii) data analysis. 

It is possible or even, in some cases, essential for laboratory 
on-line computing to support an integrated philosophy comprising 
the above functions. However it is more efficient when approaching 
a given problem to start by the identification of its specific and 
less complex aspects. 

In many cases, the standard general purpose instrumentation 
could be the best answer for one or more of those requests. 
This is the case of the Multichannel Analysers (MCAs), used in 
many experimental devices as a sophisticated data logger. The 
use of a MCA in a laboratory strongly suggests, as first priority, 
the use of computational means for the handling of the acquired 
data. The use of paper punched tape to carry out the data to a 
computer is still used in several physics laboratories, but it is 
increasingly being considered as a slow and less convenient 
method. The industrial standard answer is the application of 
sophisticated and expensive systems based on PDP 11 minicom- 
puters to perform data analysis, as they provide on-line fast and 
easy data transfer with MCAs. 

Our aim is to develop for the same task a low cost system 
taking advantage of the existing industrial standard instrumen- 
tation, without using any special bus. We can find a support 
for our point of view ir a recent review article by Brignell 
and Young [1]. 

The low price of up-to-date 8-bits wCs, together with a 

flexible software with increasing capabilities, provides an attractive 
and efficient alternative to produce in the laboratory an immediate 
data analysis even with a large amount of numerical treatment. 
Apparently the main problem which arises is how to transfer the 
data from the MCA to the »C without any expensive and specific 
interface. This problem is easy to solve as many modern MCAs 
have standard interfaces (e.g. RS 232 or 20 mA current loop) 

for data transmission to peripheral devices such as a teletype. 
These interfaces also provide the way to connect directly the 

MCA to a »C equiped with a similar interface. This restricts the 

problem to writing the appropriate software. The easy solution 
is to write programs for a given experimental situation based on 
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a particular personal »C hardware configuration running under a 

resident BASIC interpreter. However, the most attractive and 

efficient way is to design a general purpose system, configurable 

to different users and experimental requirements, being hardware 
independent, and allowing typical procedures in data manipulation 

and analysis. 

In this work, we report on a system program, written in a 

modular way, easy to fit to different experimental requirements. 

The system allows the data transfer from a MCA to a pC (and 

vice-versa), the storage of the data into a disk file, the decoding 

of the data, and enables the user to perform an immediate data 

analysis. The program runs under the CP/M disk operating 

system [2] which is the most frequently used in 8-bits machines 

based on 8080-like »Ps. Consequently, this software offers great 

portability, and is hardware independent for systems under CP/M. 

In the following sections, we describe briefly the system 

hardware and software. In section 3 we give particular emphasis 

to the description of modifications that may be required to fit 

different hardware configuration and users’ needs. In section 4 

we present an example of the system implementation. 

2—SYSTEM DESIGN 

2.1 — Hardware 

There are several microcomputers running under CP/M on 

the market that answer the necessary requirements. The selection 

of the microcomputer, based on budgetary limitations, made it 

attractive to choose a Zenith Z 89 [3]. This system has been 

equiped with a 48 k memory (8 bit word), one mini floppy disk 

drive (allowing a mass storage area for programs and data of 

90 k ), and two serial interfaces RS 232C. Unfortunately the video 

terminal is not equiped with vector graphic capabilities allowing 

only alpha numeric display. It should be stressed that this is the 

minimum possible configuration for any CP/M based system. 

In the main tests we have used the low cost MCA Inotech 

5200 [4] provided with a 20 mA current loop interface without 
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hand shaking. This interface is designed for data output in ASCII 
characters on a teletype, with a data transfer rate of 110 baud. 
This MCA has 1024 channels, with a maximum storage capacity 
of 10°-1 counts per channel. In Fig. 1, we show an overview of 
the system. 

teletype/ | 

| Printer 

Z 89 interface 
- 1 

| $-232¢ [ cseerimene ] 
MicRO-COMPUTER : 

    

  

  

      

  

  

  

  

mini- * INOTECH dion disk Z80 CPU interface bf meee = 5200 
‘ia controller RS-232C RS-232'C /20 mal 
fave 48K RAM MCA                   

  

RS-232C 

terminal interface 

video terminal 

and keyboard 

Fig. 1—The system overview, showing the micro-computer configuration 
and peripherals used. 

        

The communication between the MCA and the pC is performed 
through a laboratory made interface, which transforms the 20 mA 
current loops’ signals into RS 232 C standard signals and vice-versa. 
To increase the transfer rate, the MCA I/O baud rate was changed 
from 110 baud to 1200 baud. This means that a whole spectrum 
of 1024 channels is transferred in less than one minute. 

2.2 — Software 

Our approach to software has been to write the program in 

extended BASIC (from Microsoft) [5]. Although this language 
does not assist a modular program structure (as it does not allow 
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for local scope of the variables and to pass on parameters to the 

subroutines) this is not a major problem when the programs are 

not too long. On the other hand the interactive nature of the 

BASIC interpreter, with text editing facilities, and run time error 

messages, significantly reduces the effort required for program 

development. 

The BASIC also allows to read and write external devices 

and to examine and alter memory locations. This facilities have 

been extensively used by many groups when “personal” micro- 

computers with a resident BASIC interpreter are applied as 

data-acquisition systems [6-10]. However due to the slow speed 

of the interpreter, we prefer to write assembly code routines 

(easily called from a BASIC program) to communicate with the 

MCA and to create a file using directly the system calls of the 

CP/M Operating System [2]. 

Using the BASIC interpreter, we need a system with almost 

64 k bytes of main memory to run the whole program. In this 

program version, the machine code routines must be loaded into 

memory, before the BASIC interpreter and the BASIC source 

program itself. To overcome this evident drawback, the BASIC 

program has been compiled and linked with the relocatable 

modules produced by the Macro Assembler M80 [11] from our 

Assembly routines. In this way, we get an absolute code, trans- 

parent to the user, running significantly faster under the CP/M 

operating system, and demanding only a 48 k system. 

3— DESCRIPTION OF THE PROGRAMS 

In Fig. 2 we show the block diagram of the whole program. 

In the first module, MAIN-INIT, the »C performs a dialogue 

with the user, and initiates the experience variables. In the 

module TRANSFER the data is transferred from the MCA to 

the »C accordingly with the variable “I”. The module DECODE 

generates a direct access file with the number of counts of each 

channel, in a binary form, for future treatment. The module 

OPTIONS allows for the implementation of user defined data 

processing programs, for the immediate data analysis, using a 
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( START ) 

MAIN-INIT 

  

    

  

  

_ TRANSFER 
              

    

DECODE 

LJ USER 

no yes 7 

DEFINED 

OPTIONS ROUTINES 
  

      be! <> SYSTEM     
     ROUTINES         new | 

acquisition    
Fig. 2—Flowchart of the acquire program. At least two parameters are 

generated in the MAIN-INIT module: the «filename» for the present run 

(FN, a string of 8 alphanumeric characters) and the number of channels 

to be transferred (NC). These parameters are passed through the entire 

program. 
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chaining structure. After the treatment, and since with our pC 

we can not view the spectrum in the video terminal, the module 

ENCODE generates a file in the MCA format from a direct 

access file of the above type. The module TRANSFER allows 

this data to be transferred from the »C to the MCA according 

with the variable “O”. 

In the next sections we give a detailed description of each 

module. 

3.1 — Main-Init 

The dialogue with the user is performed following the data 

read from the file PROTOCOL.DAT. This file must be defined 

by the user according with his own experience and can be 

changed at any time, to answer new requests. The file is organised 

in order to give the number of questions and for each of them 

the text defining the parameter to be inputed (e.g. material to be 

analized, temperature, pressure, radiation wave length etc.), the 

type of entry (integer, real or string) and the data variation 

limits for data entry validation. For integers we assume that 

they are the lower and the higher limits and the step eventually 

given as a power of 2 or 10. For reals ‘we assume that they are 

the radix, and for the mantissa and the exponent the same as 

for integers. For strings the number of character or a special 

format —as DD-MMM-YY for date. 

The PROTOCOL. DAT file must contain the key definition 

of the file name for the present run. 

After the data entry, MAIN-INIT allows the optional data 

printing in the hard-copy device and creates a sequential file 

with the same data. This file has the name defined for the present 

run with the extention DAT. 

The entry and validation process uses extensively the video 

attributes and cursor addressing in a user oriented mode. As 

other video terminals may answer differently from the H 19 we 

use, the video attributes and cursor addressing are defined in 

the file VIDEO. DAT. In Fig. 3 we show a block diagram of the 

whole module. 
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C MAIN-INIT + 
! 

PROTOCOL 

  

  

  

      

  

M—O 
    
  

  

  

      

  

  

DISPLAY M:P$™; 
INPUT RS(M) 

z 

ON TYPE(M) GOSUB]|]-——----~ seeeeee 

    
  

  

  
  

    
  

    
      

  

integer type real type string type special string 

validation validation validation format validation 

L_ | | 
                  

  

  

      
false 

  validation 
[ 

DISPLAY 
"error message _ 
with valid option’ 

be 

          
    

  

WRITE FN.DAT 

Y 

PRINT (M,RS$(M)) 

(an 
Fig. 3— Flowchart of the MAIN-INIT module. In this module data are 

inputed and validated accordingly with data definitions made in the 

PROTOCOL.DAT file. NP is the number of parameters to be inputed, P$ 

represents the corresponding prompt, and R$ is the operator answer. The 

file FN.DAT is generated. 
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3.2 — Transfer 

The data transfer from the MCA to a diskette file or from 

a diskette file to the MCA is handled by the TRANSFER module. 

Then, the entry parameters to this module are the name of the 

file, the number of channels to be transferred, and the direction 

of the transfer. 

The MCA we use has no protocol to suspend the transmission 

of the data. To guarantee the data transfer in real time with this 

kind of serial interface the module TRANSFER calls two subrou- 

tines in sequence: 

i) IODATA, that supervises the data transfer between the 

multichannel and the memory, using the “punch” and ‘‘reader” 

CP/M standard logical devices; 

ii) RWFILE, that supervises the data transfer between the 

memory and the diskette. 

These subroutines have been written in Assembly because 

with a BASIC interpreter we were not able to transfer the data, 

in real time, from the multichannel at high baud rates, and with 

Microsoft BASIC it is not possible to access the registers of the 

CPU (8080-like). This last facility is essential to call the CP/M 

system functions. 

IODATA handles the data transfer, character by character, 

from the reader device to a buffer in the memory or from this 

buffer to the punch device. At the same time, the characters 

are echoed to the console. This routine uses the CP/M functions 

READER INPUT, PUNCH OUTPUT and CONSOLE OUTPUT. 

RWFILE opens or creates a file with the name received by 

the calling module. Afterwards the number of 128 bytes sectors, 

which is determined by the number of channels to transfer, is 

loaded from the file (opened) to the memory or is stored from 

the memory to the file (created). Finally the file is closed. The 

CP/M functions called by this subroutine are: OPEN FILE or 

MAKE FILE, CLOSE FILE, SET DMA, READ SEQUENTIAL 

or WRITE SEQUENTIAL. In Fig. 4 we show a block diagram 

of the whole module. 
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(TRANS FE R ) 

  I,NC 

  

  

  
FN,NC, I/O 

  

  
NS < f(NC) 

    

  

IODATA 
  

FN,NS,W     

  RWFILE     

| 

  

  FN,NS,R   

RWFILE 
  

  O,NC   

  IODATA     

<<] 
  

    

C RETURN 

Fig. 4—Block diagram of the TRANSFER module. FN is the «filename», 

NC the number of channels to be transferred, NS the number of sectors 

on the file FN.RDM as generated (or read) by the RWFILE subroutine, 

and I/O a variable which defines the direction of the transfer. 

\ 
SY 

  

3.3 — Decode-encode 

Since the MCA output/input presents a particular format 
in ASCII characters, e.g. 

, 0000 000006 

, 9005 000012 

,0010 000027 
,0015 000059 

, 0020 000060 

,0025 000064 

000011 

000016 

000038 

000051 

000064 

000101 

000009 

000023 
000047 

000048 

000067 

000069 

000014 

000020 
000031 

000061 

000079 

000084 

000019 

000036 
000048 

000068 

000081 

000092 
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the module DECODE generates a direct access file with the 

extension RDM with the counts of each channel in binary format. 

For pratical uses, we assume that the maximum value of 

each channel does not exceed 2°. The maximum value allowed 

by the MCA is 10°-1 < 2”. If an “overflow” condition arises, a 

warning message is edited, and only the remaining value is 

stored. This procedure is practical in our case, as we do not 

expect such high counting rates, and so we could store a whole 

spectrum in only 2 kbytes. If necessary, a simple modification 

of the file specification can be done allowing greater values. 

Alternatively, a spline interpolation method could restore the 

original spectrum before treatment. 

The module ENCODE performs the inverse procedure. These 

modules are designed to deal with the common MCA output 

format, described before. For different MCA’s I/O formats one 

could implement equivalent modules, without significant effort. 

3.4 — Options 

In the module OPTIONS, user defined data processing 

programs can be specified allowing for immediate data analysis, 

using a chainning structure. Essentially, this module is a menu 

driven routine, and it uses the file MENU. DAT specified by 

the user, containing the filenames of his own data analysis 

programs. 

After the treatment, and since with our microcomputer we 

can not view the spectrum on the video terminal, the ENCODE- 

TRANSFER modules — system routine VIEW — allow the transfer 

of the spectrum for display in the MCA. 

4—AN IMPLEMENTATION EXAMPLE 

This system was implemented and field proven in the en- 

vironment of a photoelectron spectrometer. For each run, some 

relevant parameters are stored, following the procedure described 
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in section 3.1. In Fig. 5 we show the corresponding hard-copy 
form. The file name for this run, as determined by the key 
specification, was AR314118. This name is used through all the 
system programs for the present run, allowing the identification 
of all data files produced during the data manipulation process. 

FHOTOELECTRON SPECTRUM Fag 1 

RUN ARS14118 Li-AUG-84 
S505 Sees stot sawe sone sone sete ents sens seer Bese seem 

UV source ¢ selected rower ? 1 

He Fressure : ILE-1 torr 

temrerature : 38 *C 

Samrle $ a6 + ARGON 

inicial eressure ? JE-S torr 

final rressure $ SE-S torr 
Sweer control ? scale ; 3 

off-set 4 14 

time/channel : 2.9 
number of sweers? i 

inicial channel ¢ 4AOO 

Number of channels to be transferred 3? L560 

Fig. 5— Relevant parameters recorded during a photoelectron spectrometer 

run, which are saved in the file AR314118.DAT. The «filename» FN for this 

run includes abridged information about the sample (the first two letters ), 

the scale and the off-set of the sweep control (3 and 14), and the date 

(11th August) [14]. 

As specified (see fig. 5) only the first 150 channels have 

been transferred and stored in the file AR314118.MCA. This file, 

in ASCII characters, is an image of the MCA output, according 

to the format presented in 3.3, and could be transferred to the 

MCA at any given time through the system routine VIEW. 
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Once the transfer is finished, the DECODE module produced 

a new file, AR314118.RDM, in binary format. The original file 

could now be deleted, if storage space in the diskette is not 

enough, as the module ENCODE could reconstruct the original 

file from this binary file. In fact, for a 1024 channel spectrum, 

the original file occupies 9k bytes. In the condensed binary 

format, the same spectrum requires only 2k bytes of storage space. 

The channel contents could be printed, optionally, in the 

form presented iin Fig. 6. 

PHOTOELECTRON SPECTRUM Fas 2 

RUN AR314118 11-AUG~81 

fen n- fone - fe----- fone ne foreman ee feeeee= fen fence fone ne fennn-- + 
1N ‘ : 
rN ot i 
1 \D3 0) 1 2 3 4 5 6 7 8 9 
rNA\G 
‘ MI : 
pew n a fae n fone fn en fp en pene fn poet nape nnn npn nnd 

140 4 é 1 9 14 19 12 16 23 20 36 } 
tat ot 27 38 47 31 48 59 51 48 64 68 3 
142 4 60 64 67 79 81 64 101 69 84 923 
143 1 97 91 109 101 93 105 89 124 115 101 4 
$44 3 122 138 128 150 151 182 159 216 227 220 3 
$45 $ 262 295 316 420 469 525. 752 1164 1949 2895 5 
146 $ 3982 3900 2667 1400 788 508 B16 284 190 176 3 
147 4 154 121 129 102 95 103 79 82 78 80 | 
148 1 76 83 78 72 84 77 92 84 8 119 4 
149 1 99 115 99 112 114 122 146 149 160 196 3 
150 t 224 284 320 393 604 906 1326 2005 2063 1625 } 
151 1 950 482-316 208 176 127 107 79 92 a 
152 2 46 56 42 50 45 43 37 45 38 24} 
153 1: 32 35 27 22 35 32 33 23 28 27) 4 
} S4 ; 33 34 24 30 42 29 30 30 29 24 3 

to---- + t --+ feoene= + feonn- trocar foonn faoen- tenn e- +   

Fig. 6 — Decoded spectrum contents as they have been saved in the random 

access file AR314118.RDM. 

In the present example, the user has implemented some 

routines for data analysis [12]. These programs use the files 

AR314118.DAT (containing the experimental parameters) and 

AR314118.RDM (containing the spectrum). The result of the 
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analysis performed is shown in Fig. 7, the processing time being 
less than 2 minutes. This on-line analysis presents evident 
advantages over any other performed on a later stage of the 

PHOTOELECTRON SPECTRUM Pas 3 

RUN AR314118 -11-AUG-81 

Resonance Line $ He I (21.2175 eV) 

Working temperature 311 ’K 

  

  

  

    

  

t-- + --+ i aalaat om areata tenn nnn Ap mm ee a ep + 
‘ ' ' ‘ ‘ ‘ ‘ 1 

' Peak | Position! TLIoniz. | Kinetic | frhewe SIntensityiAssimetry! 
H iCchannel :Potential! Energy | t H H 
: i number) } CeV) ft CeV) 1 (meV | i Ch) H 
fon ---- + + foe nnnnn- fon nnnn ne fone nnn ne forte - + 

' : ‘ ' ' : ‘ ' 
:2P 3/2 | 461.311 $ 15.759 {| 5.459 3 17.87 { 13826.8 | 410.34 3 
' ' ' ' ' ' ’ 1 

{2P 1/2 1 $08.711 ' 15.937 | 5.284 | 17-41 | 7060.2 | +2.84 3} 
1 ' 1 , ' ' ‘ A : H H H : H H H 

+ + (Anessa THe SsceRS taseeoseee Pec essseS taste SHe + 

+ poss 4 + a festa sea + 
' ' ' ' ' ' ' 

H Peak i febhewe | Natural tAct.Inst.iTeor.Inst! Other | 
H H | Width {| Width | Width {| Widths | 

H + (meV) | (meV) } (meV) + (meV) | (meV) ¢ 
+- r ~--+ + + $o-------- + 

12P 3/2 ! 17,87 3 4.72 $ 17.23 [ 16.15 $ 6.01 : 
' ‘ ‘ ' ' ‘ ‘ H H H H H : H 
12P 1/2 1 17.41 3 4.64 $ 16.79 {$ 15.63 3 6.13 3 

4 + + + + + a   

Fig. 7—Condensed output produced by an immediate data analysis pro- 

gram [12], for which files presented in formated «hard-copy» form 

(Figs. 6 and 7) have been used. 

experimental procedure. For example, any drift in the applied 

voltage changing the calibration condition of the spectrometer 

is immediately detected after spectrum recording. This allows 

the immediate correction of the anomaly. The same would happen 

with the mechanical adjustment of the slits, which produces 
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sharp differences in the achieved instrumental resolution. These 

facilities have reduced drastically the time consumed in the “mise 

au point” of the spectrometer and in spectra analysis. 

5 — CONCLUSIONS 

Based on a small 8-bits microcomputer running under the 

disk operating system CP/M, we have developed a general purpose 

system allowing data transfer between a MCA and a iC. The 

system gives the necessary facilities for an immediate data 

analysis. 

In spite of the small dimensions of the peripheral memory 

used in the tests, the system offers possibilities comparable to 

those available on systems based on PDP 11 mini-computers [13] 

for a fraction of the price and with simplified installation pro- 

cedures. Without any sofware modification, the performance of 

the system could be increased by an order of magnitude using 

a more sophisticated hardware, with greater mass memory, DMA 

controller and arithmetic processor, once it is CP/M compatible. 

Vector graphics capabilities on video-terminal are also desirable 

for a convenient spectrum display. 

Higher baud rates than used are provided by the ,C serial 

interfaces — till 9600 baud—and supported by the TRANSFER 

module. The use of those transfer rates is only restricted by the 

MCA interface. The use of 64 k bytes of main memory will 

allow the manipulation of a larger spectrum of 8192 channels. 

As a final remark we shall refer that this system is suited 

to small budgets. It offers the means to provide computer power 

in the laboratory through a low cost pC. If more powerfull 

computing power is required, the same »C operating as a virtual 

terminal can be connected to a main-frame system, allowing data 

submission for (later on) complex data analysis. In this sense, 

the wC acts as an “intelligent interface” between a MCA and a 

main-frame in a dial-up type “on-line” connection, allowing for 

the decision to transfer only valuable experimental data and 

relevant parameters. 
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MODERN TRENDS IN RESEARCH ON WAVES IN FLUIDS, PART |: 

GENERATION AND SCATTERING BY TURBULENT 

AND INHOMOGENEOUS FLOWS 

L. M. B. C. Campos (*) 

Instituto Superior Técnico, 1096 Lisboa, Portugal 

(Received 17 December 1982; final form in 21 July 1983) 

ABSTRACT — We consider the effects of turbulence and inhomoge- 

neities upon waves in fluids ($1), both on extensive scales and as localized 

phenomena: on an extensive scale, in connection with the spectral and 

directional broadening of sound by turbulent and irregular shear layers 

separating a jet from a medium at rest (§ 2); as localized phenomena, producing 

forces and stresses, of hydrodynamic and electromagnetic origin, which 

are responsible for the generation of waves in fluids occuring in nature (§ 3). 

These problems are relevant in a variety of situations (Figures 1 to 4) of 

physical and engineering interest. 

1 — INTRODUCTION 

In the first part of this essay on some of the current trends 
in research on waves in fluids; we consider the effects of 

non-uniform and unsteady flow, leaving for the second part the 

consideration of external force fields. Most fluids commonly 

occurring in nature (Lamb 1879, Prandtl & Tietjens 1934, Landau 

& Lifshitz 1953, Batchelor 1967) give rise to flows containing 

inhomogeneities and turbulence (Batchelor 1953, Townsend 1956) 

in a variety of scales, and these disturbances affect the properties 

of waves (Rayleigh 1877, Brekhovskikh 1960, Morse & Ingard 1968, 

Whitham 1974, Levine 1978, Lighthill 1978), both as regards 

(4) On leave at D.A.M.T.P., Cambridge University, Silver Street, Cam- 

bridge CB3 9EW, U.K. 
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generation by localized phenomena and propagation in extensive 
regions. 

Extensive inhomogeneous regions occur as interfaces, gener- 

ally irregular, separating two media, solid or fluid, at rest or 

in relative motion; in the case of jets, the convection of the 

interface with the atmosphere at rest, may produce shear stresses, 

and thus entrain a layer of turbulence. The sound from sources 

in the interior of the jet is scattered by the interface, and 

diffracted by the turbulence, changing its directivity and spectrum. 

The combination of attenuation and interference effects leads to 

a directional and spectral broadening of an initially monochro- 

matic beam; thus the reception of waves from a certain direction 

at a given frequency gives no assurance that there is a source 

of that frequency or radiating in that direction, unless the effects 

of scattering and diffraction on the spectrum and directivity 

have been taken into account. 

Localized inhomogeneities and strong turbulence are asso- 

ciated with force and stress concentrations in a flow. The vector 

character of forces, and tensor character of stresses, suggests 

that they act respectively as dipole and quadrupole sources of 

the waves which are often observed in the fluids occuring in 

nature. Monopole radiation is also possible, in two-phase flow, 

e.g., a liquid with bubbles, as consequence of the variations in 

volume of one of the phases. The wave fields radiated by these 

mono-, di- and quadrupoles may be modified by boundaries con- 

straining the flow or reflecting bodies deflecting the stream. In 

all cases, the estimation of the energy in the radiation field gives 

a measure of the effectiveness and importance of the wave 

generation mechanism in question. 

2— SPECTRAL AND DIRECTIONAL BROADENING 

BY SHEAR LAYERS 

The classical wave equation, satisfied by the velocity per- 

turbation v of an adiabatic acoustic wave in a medium at rest 

is (D’Alembert 1747, Rayleigh 1877): 

1 o/ot—c? V? + v (x,t) =o, (1) 
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where c is the adiabatic sound speed, which is constant for a 

perfect gas in a mean state of isothermal equilibrium. For a 

medium moving with a constant velocity U, equation (1) is only 

valid in a frame y moving with the fluid; and returning to 

coordinates at rest, x = y—Ut, the Laplacian is unchanged, 

0°/ dy = 0?/dxX?, but the local time derivative 9/jt is replaced 

by the material derivative, d/dt = 0/dt + U; 0/0x;,, including the 
effect of the fluid motion U ; 9/d xX; = UV. We obtain the convected 

wave equation (Morse & Ingard 1968, Lighthill 1978) 

{(d/dt +U.V)?-C? 0? t v (x,t) =o, (2) 

describing the propagation of sound in an uniform flow of arbitrary 

velocity (subsonic, sonic or supersonic), and leading by the usual 

spectral methods, to Doppler (1893) effect, of changing the fre- 

quency » to w/(1-M cos ©) , where M = U/c is the Mach number 

of the flow and © the angle of the flow velocity with the direction 

of propagation. 

In order to derive the wave equation in a non-uniform and/or 

unsteady flow, for which the mean velocity depends on space 

and/or time U (x,t), a different method is required, using as 

variable (Howe 1975, Campos 1978a) the stagnation enthalpy Q, 

defined by: 

dQ=d (oV?/2) +E-dD+B-dH+vdN+(1/p) dp+TdS, (3) 

as the sum of the kinetic, electric, magnetic and chemical energies 

(per unit volume) with the Legendre transform (1/p) dp of the 

mechanical work —pd(1/p) and heat T dS; » denotes the mass 

density, V = U + v the total velocity of flow plus wave, E,D the 

electric field and displacement, B,H the magnetic induction and 

field, » the chemical potential and N the mole number (for each 

chemical species), p the pressure and 1/p the specific volume, 

T the temperature and S the entropy. 

In an homogeneous fluid of density p,, not subject to exter- 

nal force fields, and in uniform motion at Mach number M, the 

stagnation enthalpy Q~4{(1+M cos ©)/p } P scales on the 

acoustic pressure P, and thus is an acoustic variable. The exact 

wave equation statisfied by the stagnation enthalpy Q, in the 
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absence of sources (which will be considered in § 3); Im 1a 

variable flow of velocity V and pressure p, is: 

{ c?d/dtc-?d/dt—p-*yvp.y—c? v2} Q(x,t) =o, (4) 

where d/dt=d/dt+V-V is the material derivative, and the 

sound speed c generally depends on position for a high-speed 

(or compressible) mean flow. 

Considering a non-uniform but low Mach number M? << 1 (or 

incompressible) mean flow, so that the only compression of the 

medium is the acoustic wave, equation (4) is simplified since: 

(i) the sound speed c = c,{ 1—(y—1) M?/2 }, where y is the 

ratio of specific heats (Landau & Lifshitz 1953), becomes constant 

and equal to the value in a medium at rest c~c,; (ii) the 

pressure is approximated by the dynamic pressure p ~ pV?/2, 

so that the second term of (4) is negligible compared with 

the third since (Vp-V)/(p c? V?) ~ p/p c? ~ V?/c? = M?<<1. 

Neglecting the second term of (4), and setting c constant, it 

reduces to the convected wave equation, which thus also applies 

to non-uniform, low Mach number flows. In conclusion, the con- 

vected wave equation (2) describes the propagation of sound in: 

(i) an uniform flow of arbitrary velocity, including Mach num- 

ber M~1, in which case the mean flow, and not only the 

wave perturbation, is compressible; (ii) a non-uniform mean flow 

of low Mach number M? <<1, which is incompressible, leaving as 

sole compression the wave perturbation. 

Thus the convected wave equation is adequate to describe 

the propagation, diffraction and scattering of sound in quite 

complex situations, e.g., the irregular and turbulent shear layer 

which separates a jet from a medium at rest, which can be 

modelled (Barratt, Davies & Fisher 1963) as: (i) an irregular 

interface moving at a fraction a~0.6 of the jet velocity V, 

across which the density and sound speed change, and which 

scatters an incident wave into a reflected and transmitted wave, 

with reflection and transmission coefficients calculated from the 

continuity of pressure and displacement across the interface; 

(ii) the interface usually entrains turbulence, whose velocity 

consists of a constant global convection aV, and a_ local 

unsteady, non-uniform perturbation u(x,t), whose r.m.s. value 

is typically a fraction ~ ~ 0.15 of the jet velocity, so that even 
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for a bi-sonic jet M ~ 2, the turbulence is locally incompressible, 

(8 V/c )? ~ B? M? ~ (0.3 )?<<1, and (2) can be used to study 

the refraction of waves by the flow of velocity U (x,t) =aV+ 

+ u(x,t). The scattering of sound (or other waves) by irregular 

interfaces (Born & Wolf 1959, Sholnik 1962, Beckman & Spizzi- 

chino 1963, Berry 1973, Clarke 1973, Howe 1976, Campos 1978b) 

and the refraction in turbulence and other random media 

(Lighthill 1953, Philips 1960, Chernov 1967, Tatarski 1967, Howe 

1973, Uscinski 1977, Ishimaru 1978, Campos 1978c), is relevant 

to the transmission of sound from the interior of jets (Mani 

1976a,b, Balsa 1976, Jones 1977, Munt 1977, Howe & Ffowcs- 

-Williams 1978, Campos 1984c), and thus to the problem of 

aircraft noise (Lighthill 1961, Nayfeh, Kaiser & Telionis 1975, 

Doak 1976, Crighton 1981, Campos 1984b) which is central to 

aerodynamic acoustics. 

When sound is scattered by an irregular interface the phase 

of the reflected and transmitted wave depends on height of the 

scattering element, so that identical wave components scattered 

by different elements have different phases, i.e., a coherent 

incident beam is reflected and transmitted as an incoherent bundle. 

Random phase changes also occur when sound is refracted by 

turbulence, e.g., the aleatory magnitude and direction of the tur- 

bulent velocity causes random Doppler shifts of frequency, and 

an initially monaural beam (of a single frequency) is broadened 

into a widening spectrum. This phenomenon of spectral broadening 

of sound pulses propagating across turbulence and interfaces has 

been observed in air and weter (Schmidt & Tillman 1970, Ho & 

Kovaznay 1967a,b, Beyer & Korman 1980, Juvé & Blanc-Benon 

1981, 1982), and corresponds to the broadening of atomic emission 
lines (Rayleigh 1873, 1889, 1915) of the Bunsen burner, and can 

be modelled (Campos 1978b,c) by: (i) determining the acoustic 

pressure field emitted by a source in a jet and transmitted across 

the turbulent and irregular shear layer to the outside; (ii) cal- 

culating the energy radiated at each frequency and each direction, 

from the correlations of the acoustic pressure, which in turn 

depend on the statistical properties (Lindeberg 1922, Khinchin 

1948, von Mises 1960) of the shear layer. 

Fig. 1 shows the good agreement of the spectra calculated 

theoretically (Campos 1978b, c; Campos 1984c) using a computer 

program in Cambridge’s IBM 370 and 8031 (large plot), with the 
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Fig. 1— Spectra from a monochromatic point source in a cold, low-spped 

air jet, received outside, after transmission across the irregular and turbulent 

shear layer separating the jet from the ambient medium at rest. The exper- 

imental spectra (inset) were measured by Candel, Guédel & Julienne (1975) 

in an anechoic chamber at the von Karman Institute; the theoretical 

spectra (plot) were computed in the IBM 370-8031 in Cambridge University, 

using the theory of Campos (1978a, b; 1984c). The spectra show the effects 

of increasing the jet velocity (top) in broadening the spectra, and of 

increasing the source frequency (bottom) in attenuating. the spike and 

reinforcing the broadband. 
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measurements (Candel, Julienne & Julliand 1975, Candel, Guédel 

& Julienne 1976) of sound sources in jets (smaller inset graph). 

Although the sources are monochromatic, with a frequency 

corresponding to that of the ‘spike’, the spectrum received after 

transmission across the turbulent and irregular shear layer shows 

the effects of spectral broadening in the appearance of prominent 

side bands, in a frequency range absent from the source. The 

effect of increasing the jet velocity, for the same source, is 

seen (top) in more intense and separated sidebands and a spectrum 

wider overall; if the frequency of the source is increased, for the 

same jet velocity, then (bottom) the spike is attenuated, and part 

of the energy transfered to the sidebands, that become wider and 

higher. The theory can be used to calculate the spectra received 

outside the jet in any direction, for a source with arbitrary 

spectrum, spatial distribution and multipolar character, within 

cold or hot jets, for various scales of turbulence and irregularity 
in the shear layer. 

Having validated the theory by comparison with measure- 

ments on cold, low-speed air jets in anechoic chambers, we proceed 

to the prediction of the noise spectra of hot, high-speed jet 

exhausts, taking as an example Concorde in the take-off config- 

uration. The cases of (i) a vertical dipole source representing 

sound emission by patches of unburned gas in the exhaust (Howe 

1975, Campos 1978a), and (ii) a shear quadrupole modelling 

noise generation by turbulence in a jet (Lighthill 1952, 1954; 

Campos 1977), have been illustrated elsewhere (Campos 1978c, 

1984c). Here we consider another turbulent source of sound, 

namely, a compressive quadrupole, of frequency 8 kHz corre- 

sponding to the turbine tone of the Olympus 593D turbojet of 

Concorde, and the corresponding ‘spectra and directivity data 

sheet” is given in Fig. 2. The spectra II are given in nine directions 

spaced 15° between 30° and 150°, for a shear layer (a) whose 

statistical properties roughly correspond to those of Concorde’s 

exhaust, and for (b) a shear layer twice as irregular and thick: 

(i) the effects of spectral broadening are considerable, since the 

sound from the monochromatic source of frequency 8 kHz is 
received over the spectral band 3-16 kHz; (ii) for the single 

irregular and turbulent shear layer, there is a prominent ‘spike’ 

at source’s frequency in the directions 105-120°, just before the 

aircraft flies by, this discrete tone being attenuated into the band 
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in other directions; (iii) if the shear layer is made twice as 
irregular, and the region of entrained turbulence becomes twice 

as thick, then the acoustic energy in the spike is scattered into 

the bands in all directions, and the source’s tone is just barely 

visible at 105°, where before it was most prominent. 

The directivity III, or total energy received at all frequencies 

is plotted (Fig. 2, bottom) as a function of direction in three 

cases: (solid line) a plane vortex sheet between the same jet and 

environment, which radiates only a ‘spike’ at source’s frequency 

(no broadband), and has a downstream ‘zone of silence’ 6 < 74°; 

(asterisks) the irregular and turbulent shear layer radiates 

a band into what would be the ‘zone of silence’ of the plane 

vortex sheet, and in all other directions radiates a band and 

‘spike’, with the latter showing the importance of attenuation by 

the irregularities of the interface and the layer of entrained 

turbulence; (stars) the shear layer twice as thick and irregular 

gives slightly lower noise levels ( ~ 3 dB) in all directions except 

the range 105-120°, where the absorption of the formerly 

prominent spike into the band yields a significant attenuation 

~ 10-12 dB. We conclude that: (i) the model of the plane vortex 

sheet between the jet and a medium at rest is at fault, since it 

cannot predict spectral broadening or radiation into the ‘zone of 

silence’, and overestimates peak noise levels by up to 20 dB as a 

consequence of neglecting attenuation mechanisms: (ii) the 

irregular and turbulent shear layer can reduce the audible noise 

disturbance, by distributing the acoustic energy over a wider 

range of directions, including the ‘zone of silence’, and scattering 

‘spikes’ into spectral broadbands. 

  

Fig. 2—Simulation of the transmission of sound from a _ compressive 

quadrupole source, at the frequency 8 kHz of the turbine tone of the 

Olympus 593D tuybojet, modelling turbulence in the jet exhaust of Con- 

corde in the take-off configuration. The spectra II received outside are 

given in nine directions, for a single turbulent and irregular shear layer, 

and for a shear layer of double thickness which provides increased atte- 

nuation of spikes. The directivity II], or spectrum integrated over all 

frequencies, is plotted (at the bottom) as function of direction, for the 

single (asterisks) and double (stars) irregular and turbulent shear layers, 

in comparison with an idealized plane vortex sheet (solid line) between 

the same media. 
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These methods of attenuation of jet noise have been used in 
successive generations of transport aircraft: (I) the first jet 
airliners used multi-lobe nozzles, which produce an irregular shear 

layer, and entrain a layer of turbulence, to scatter and diffract 

sound; (II) the current wide-body airliners use high by-pass ratio 

turbofans, with the hot, high-speed core jet exhaust surrounded 

by a cold, low-speed by-pass flow, that acts as a double shear 

layer, providing greater sound attenuation; (III) in future 

jet-powered aircraft, the methods of noise reduction based on 

scattering by irregular interfaces and diffraction by turbulent 

layers have to be harmonized with reduced fuel consumption 

and increased propulsion efficiency. , 

3 — EMISSION BY HYDRODYNAMIC AND 

ELECTROMAGNETIC FORCES AND STRESSES 

The classical theories of generation of acoustic waves by 

mass or momentum sources, e.g., sirens, pipes, membranes, or of 

emission of electromagnetic waves by electric charges and 

currents, assume that the sources of waves are physically sepa- 

rate from the medium of propagation, and they appear as an 

inhomogeneous, forcing term in the wave equation. The modern 

theories of wave generation in natural (atmosphere, ocean) or 

engineering (jets, exhausts) fluids, have to contend with a situation 

where the sources cannot be identified or isolated ‘a priori’, since 

they lie in the medium of propagation. In order to identify the 

physical processes whereby waves are generated, it is necessary 

to start from the general equations of fluid motion under force 

and stress fields, consider the flow as the superposition of a mean 

state and a wave perturbation, say, represented by the velocity 

vi(x,t), and: (i) separate the linear terms, and eliminate 
between them for the velocity, thus obtaining an expression 

Oj; Vj; = 0, which could describe propagation in the absence of 

sources or damping, and thus allow us to identify the wave 

operator as (],;;; (ii) retain all the non-linear and dissipative 

terms, and group them as forcing the wave equation, viz.: 

{4 Oj;(0/ot, 0 /dX;) ¢ Vy (x,t) 

(5) 
=— p7* (d/odt) 4 0Q/dx;, + P, + dR,y/dx; }, 
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where the terms on the right-hand-side can be interpreted as 

sources, respectively of monopole Q, dipole P, and quadrupole R;, 

character. 

Considering waves under the combined influences of com- 

pressibility, magnetism and gravity, we have (Yu 1965, McLellan 

& Winterberg 1968, Bel & Mein 1971, Stein & Leibacher 1974, 

Campos 1977, 1983b, 1984a), the magneto-acoustic-gravity wave 

operator: 

Oy = 8y 0?/ ot? — Cc? 07/ dX OX; — 8; 0/0X,-(Cy—-1) &i 0 / 0X; 

— a® (84;0?/ am? — mjd?/ dm 9 X;) +a? (mjd’/ dm dXj — 0/0 Xi 0 Xj); 

(6) 

where c, a denote respectively the sound and Alfvén speeds: 

c?=yRT, a=y H/470e, (7a, b) 

where y is the ratio of specific heats, R the gas constant, T the 

temperature, ,, the magnetic permeability, p the density, g the 

acceleration of gravity, and H the constant external magnetic field 

of direction m=H/H, so that the derivative along magnetic 

field lines isg?/dm = m,d/dX,; = m-V. The terms in (6) may be 

interpreted as follows, from left to right (Bray & Loughhead 1974, 

Athay 1976, Campos 1983a, b): (i) second order time dependence 

allowing wave propagation in opposite directions and their 

superposition into standing modes; (ii) acoustic propagation, 

involving the sound speed c and fluid dilatation dvj/d ;=V-v 

(iii) internal wave propagation, involving the acceleration of 

gravity g,, (iv) acoustic-gravity coupling, through the gravity g, 

and dilatation; (v-vi) magnetic wave propagation along magnetic 

field lines 9 /9m at Alfvén speed a; ( vii-viii)) magneto-acoustic 

coupling through the Alfvén speed a and dilatation 9 v,/dx,;, the 

former involving gravity effects through the density p stratification. 

The theories of aerodynamic generation of sound (Lighthill 

1952, 1954; Curle 1955; Powell 1968; Ffowcs-Williams & Hawkins 

1968; Crighton & Ffowcs-Williams 1969; Howe 1975; Dowling, 

Ffowcs-Williams & Goldstein 1978; Campos 1978a), have been 

extended to stratified (Parker 1964, Stein 1967, 1981) and to ionized 
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(Kulsrud 1955, Lighthill 1967, Campos 1977) fluids, in connection 
with acoustic-gravity and magneto-acoustic waves. Considering 
the generation of the latter we have the following dynamic and 
magnetic quadrupole sources: (i) the anisotropic Reynolds and 

Maxwell stresses minus the isotropic dynamic and magnetic 
pressures: 

RP = pv, Vj—p V?/2 8,;, (8a) 

SP = —(u/4r) hy, hy + (uh?/8r) 8 (8b) Ly ? 

which scale quadratically on the velocity y and magnetic field h 
perturbations, and model the generation of waves by hydro- 
magnetic turbulence; (ii ) the inhomogeneous terms in the equation 
of state and Alfvén equation: 

Ri? = 4 P—(Op/dp)s p—(AP/dS), 8 } 3, (9a) 

OSP/dt =—(n/4r) {H; VA(VAh), +H, VA(V Ah), 

—H-VA(vAh) 3, }, (9b) 

which would vanish (9a) for homogeneous, isentropic acoustics 
since then there is a single equation of state p ( 9,8), and (9b) 
for Alfvén waves in a perfectly conducting medium since then 
vA h=0, so that these terms represent the emission of waves 
by ionized inhomogeneities. 

The dissipation tensor has terms corresponding to the viscous 

stresses 7,;, thermal conductivity k and electrical resistivity 1/o 

(where o is the Ohmic conductivity) : 

ODjj/dt = 40 %j/dt—7 yy (OVA/dX,) B83 ¢—-K VT B 8, 

+ (2/16 7? o¢) {H, V?h; + H, V*h, —(VAh)? 8 84, $3 (10) 

where c, is the speed of light in vacuo and is the thermodynamic 

parameter @=(pT)~1 (OP/0S ) ps, which is a constant 8 = 2/N 

for a perfect gas whose molecules have N degrees of freedom, 

i.e. 8 = (2/3, 2/5, 1/3) for mono-, di- and polyatomic gases. The 

dissipation tensor (10) causes damping of the waves in the propaga- 

tion region, and diffuses the sources in the generation region. 
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The hydrodynamic (8a, 9a) and magnetic (8b, 9b) sources scale 

respectively on the dynamic R ~ op v?/2 and magnetic S ~ ph?/87 

pressures, and comparing with the viscous D, , thermal Dd, and 

resistive D. terms in the dissipation tensor (10), we obtain: 

  
  

D/R v1 D/R K/C, 1 D,/s c2/4eu 1 
1-6 pUL Re'—g pUL Pe '1-g cUL Me’ 

(11a, b, c) 

where Re, Pe, Me define respectively the Reynolds, Péclet and 

magnetic Reynolds numbers. If Re, Pe, Me <1 the dissipation 

predominates over the generation of waves, otherwise it diffuses 

some of the energy flux of the sources. The momentum equation 

dR;;/d ; shows that if the forces P, integrated over the wave 

generation region do not vanish, the source is equivalent to a 

dipole P;; an energy source Q would correspond to a monopole, 
and all three appear in the forcing term of the complete wave 

equation (5). 

Provided that we consider linear waves in an homogeneous 

medium, even if the modes are anisotropic, dispersive or dissipative, 

and the source is any combination of multipoles, equation (5) 

can be solved by Fourier analysis and the asymptotic solution 

found explicitly using the method of stationary phase (Lighthill 

1960, 1964, 1978; Ffowcs-Williams & Hawkins 1968; Adam 1982; 

Campos 1977, 1983d). The solution distinguishes non-dissipative 

waves, and cases where the wavenumber surface k, (k,,k;,o) 

is flat, has a single or a double curvature, i.e., is plane, cylindrical 

or spheroidal, the appearance of inflexion edges or caustics being 

also amenable to the method. We give the example of a 

three-dimensional, non-dissipative wave due to a quadrupcle 

source, for which the asymptotic velocity perturbation is given by: 

Vi(x,t) ~3(4ri/r) |g]? do ky Tye Ay/|oA/ok| } 

expii(k.x+@) }, (12) 

where: (i) the summation extends to all wavemodes and to all 

points on the wavenumber surface where the group velocity 

do/dk points to the observer; (ii) »,k are the frequency and 
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wavevector, Ty is the spectrum of the source quadrupole, A;, the 

inverse of the dispersion matrix, and )A/dk the derivative of its 

determinant in wavenormal direction; (iii) the asymptotic field 

decays with distance r like r~', and radiation occurs over a 

fraction of the solid angle 47 determined by the inverse square 

root of the Gaussian curvature g; (iv) the emission phase k. x is 

unchanged by the focal phase © = o for anticlastic beams whose 

principal curvatures are of opposite signs g = gi g. <0, but for 

synclastic beams g > 0 the focal phase is 6 = 7/2 in the diver- 

gent g,,g. >0 and ® = —7/2 in the convergent g,,g2 < 0 case, 

so that passage through a focus causes a phase jump A ® = 7. 

In the case of dipolar sources, the stress quadrupoles (8, 9a, b), 

can be replaced by forces: the electromagnetic dipole is the 

Laplace-Lorentz force F , whereas the hydrodynamic dipole is the 

hydrodynamic force G: 

F=qE+(l/c,) JAB, G=[(p/p,) -1] Vp + (VAv) Apv, 

(13a, b) 

and considering an ionized inhomogeneity there is an analogy 

between: (I) the inhomogeneous force equal to the dimensionless 

5=p/p,—1 density difference between fluid p and blob p, times 
the pressure gradient yp, and the electric force on a charge q due 

to the electric field E; note that in the electrostatic case the 

electric field E=V® is the gradient of a potential 6, and takes 

the role of the pressure gradient yp, and a positive q > 0 / nega- 

tive q <0 charge corresponds §’ > / <0 to a blob respectively 

lighter po < p/ denser p) > p than the fluid, which is compressed 

by/expands against the flow; (II) the Lamb’s force on vorticity 

w = vA v crossing streamlines w/\v, and the magnetic force on 
currents J transverse to the induction field lines B; in the 

magnetostatic case the electric current is related to the curl of 

the magnetic induction (1/c.) J = (»/47)9v/ B, much as the 

vorticity to the velocity w =V/A v, and the mass density p is 

replaced by »/47, where » is the magnetic permeability, which 

plays the role of a ‘magnetic mass’. This can be seen by noting 

that if the mass density p is replaced by the magnetic permeability 

u/4r, and the velocity V by the magnetic field H, the dynamic 
pressure p, = pV*/2 corresponds to the magnetic pressure 
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Pp = (u/87) H? and the Reynolds stresses (8a) correspond to 
(8b), the Maxwell stresses. Thus we have extended the classical 

analogy between electro- and magnetostatic fields (Jeans 1908, 

Stratton 1944, Jones 1964) and potential flow (Lamb 1879, Landau 

& Lifshitz 1953, Milne-Thomson 1958) from the field variables 

and sources to the hydrodynamic and electromagnetic forces 

(13a, b) and stresses (8a, b). 

As the ionized inhomogeneity is convected by the flow past 

the external fields, it describes a trajectory y (7) with velocity U, 

and is acted upon by hydrodynamic (13b) and electromagnetic 

(13a) forces, that perform an activity (work per unit time) given 

by (G/p + F/po).w, where w is the group velocity. If the 

activity is conserved along the trajectory, there is no net exchange 

of energy between the blob and the surrounding fluid, no sound 

is emitted, and the blob is convected silently. Conversely, if the 

activity varies along the blob’s trajectory, then the excess or 

default of energy, in the absence of dissipation, is transferred to 

the surrounding fluid by expansion or contraction, i.e., the blob 

emits a sound pulse whose acoustic pressure is given asympto- 

tically, for an observer in the far field, by: 

P(x,t) ~44nc* |x| (1+ ™M coso) }- 

Hidiie + Un dtay } LCR em 4G) ahs (14) 

where (y,7) are the position and time of emission, and (x,t) 

those of reception. In order to determine the shape of the sound 

pulse it is necessary to calculate in detail the sound field (14), 

for example, for an ionized inhomogeneity (blob) which is: 

(i) convected along the streamlines of a flow, e.g., potential, 

past an electrified body, say, a sphere with surface electric 

currents; (ii) the presence of the body deforms the incident flow, 

and creates a pressure gradient, which exerts on the blob (13b) a 
displacement force (p/p.—1) Vp, which acts as an hydrodynamic 

dipole source; (iii) the electric currents on the body create an 

external magnetic field, which exerts (13a) a Lorentz force 

(1/c.) JAB on the blob, and acts as an electromagnetic dipole 

source; (iv) the total, hydrodynamic plus electromagnetic, dipole 

source radiates directly to the observer in the far-field, and is 

modified by the wave reflected from the body, which is also 

dipolar, and hence of comparable magnitude. 

Portgal. Phys. — Vol. 14, fasc. 3-4, pp. 121-143, 1983 135 

 



  

  

L. M. B. C. CAmMpos — Modern trends in research on waves in fluids —I 

In Fig. 3 are illustrated the hydrodynamic sound pulses 

emitted by the blob streaming past the neutral sphere, received 

at two positions in the far-field: (left) for an observer midstream 

(at © = 90°, above the sphere), the pulse is symmetrical, since 

both the direct and reflected wave are; (right) for an observer 

downstream (at 6 = 180°) the pulse has lost its symmetry as a 

consequence of the asymmetry of the reflected wave. In Fig. 4 we 

show the electromagnetic sound pulses received, in the far-field 

in the midstream (© = 90°) direction, due to electric currents on 

the sphere, whose axis is either alligned with (left) or perpen- 
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Fig- 3— Emission of hydrodynamic sound by an inhomogeneity (blob) con- 

vected by a potential flow past a sphere, along the streamline of aiming 

distance half the sphere’s radius. The sound pulse is plotted as received 

by an observer in the far-field in two directions: (left) midstream (0 = 90°), 

i.e, along the perpendicular to the incident flow direction, passing through 

the centre of the sphere; (right) downstream (0 = 180°), ie., along the 

axis of the flow. 
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Fig. 4— Emission of electromagnetic sound by an ionized blob as it is 

convected by the flow through a non-uniform magnetic field created by 

electric currents on the sphere. The sound pulse is plotted as received by 

an observer in the far-field in the midstream direction, for the cases in 

which the axis of the electric currents is parallel (left) and perpendicular 

(right) to the direction of the incident flow, 

dicular to (right) the flow; the sound pulses are anti-symmetrical, 

due to the skew-symmetry of the magnetic field and force. As an 

example of interpretation of a pulse, we consider the hydrodynamic 

sound received midstream (fig. 3, left): (i) as the blob approaches 

the sphere it encounters first a region of diverging streamlines, 

hence reducing velocity and increasing pressure, so that the positive 

pressure gradient causes the emission of a compression pulse; 

(ii) as the blob is convected nearer to the sphere the streamlines 

converge, the velocity increases and the pressure reduces, and 

the reversal of the pressure gradient is signalled by emitting a 

rarefaction pulse; (iii) as the blob goes past the point of closest 
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approach to the sphere the process is reversed both as concerns 

the direct and reflected wave, and a pulse symmetric overall 
results. 

From the wave fields (12) or (14) the total intensity of 

radiation can be calculated, and in the general case when the 

gas pU*/2 and magnetic »H’/87 pressures are comparable, it 

scales as: 

I~ (L*/pc) (M°, M’, M*) (pU? + pH?/4z )’, (15) 

respectively for mono-, di- and quadrupole sources, where L is the 

linear size of the source region, c the phase speed and M=U/c the 

Mach number measuring the relative amplitude of the wave. 

If the magnetic field is absent or the magnetic pressure negligible 

we obtain the acoustic intensity I, scaling on the fourth power 

of velocity (16a), whereas if the magnetic pressure predominates 

(e.g., in a rarefied ionized fluid under strong magnetic fields), we 

obtain the hydromagnetic intensity I,,, which scales on the fourth 

power of the magnetic field: 

I, ~ (pL?/c) U* (M°, M2, M*), (16a) 

1, ~ (2L?/pc) Ht (M°, M2, M®*), (16b) 

with factors 1 , M?, M‘ respectively for mono-, di- and quadrupoles. 

The scaling of the noise of turbulent jets of low Mach number 

M’ <<1 on the eighth power of the velocity (16a) M* U* ~ U® has 

been demonstrated experimentally (Lighthill 1954), confirming the 

predicted low efficiency (Lighthill 1952) of the quadrupole 

generation mechanism. Thus sound emission is dominated by the 

more efficient ~ M? dipole process ~ M? Ut ~ U*, in the presence 

of inhomogeneities convected by the mean flow (Howe 1975, 

Campos 1978a); even if the latter are absent, the presence of 

solid boundaries acting as dipolar reflectors can enhance the 

far-field of quadrupole turbulence sources (Curle 1955), e.g., a 

loose panel in an aerodynamic tunnel can be noisier than the 

flow itself. The greatest efficiency ~ M°, and higher intensity ~ U‘, 

corresponds to monopole emission in two-phase flow (Crighton & 

Ffowcs-Williams 1969), of which cavitation noise is an example. 

Thus the dipolar effect of boundaries confining the flow and 
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reflecting the sound is negligible for monopole sources, dominant 

for quadrupole sources, and of comparable magnitude to direct 

emission for the dipole source case. 

The scaling laws for the intensity of radiation discussed above 

have an extensive field of application: (16a) applies to the 

aerodynamic acoustics of jets, and has been used in connection 

with the estimation of sound radiation by turbulence and inhomo- 

geneities in free and confined flows; (16b) is of analogous form 

replacing the gas by the magnetic pressure, and applies to 

hydromagnetic waves in ionized fluids under dominant magnetic 

fields, e.g., to magnetohydrodynamic energy generators and 

thermonuclear fusion devices, where the plasma is confined by 

strong magnetic fields; (15) includes the case of comparable 

kinetic and magnetic pressures, and the transitions to dominance 

by one or the other, and applies in a variety of situations, from 

the molten interior mantle to the ionized upper layers of the 

atmosphere of the earth, and to phenomena in the sun and other 

stars, clusters, galaxies and matter scattered through the vast 

expanses of the universe. 

I would like to acknowledge suggestions by the referee 

concerning the presentation of this work, which was supported 

by I.N.I.C. 
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ABSTRACT — We consider the propagation and dissipation of waves 

in fluids, in the presence of external force fields (§ 1), namely the magnetic 

and gravity fields: the former in connection with Alfvén-gravity waves (§ 2) 

in an ionized atmosphere, including the damping by Ohmic electric resistance; 

the latter in connection with acoustic waves of large amplitude (§ 3), which 

tend to shock formation, delayed by diffusive processes such as viscosity. The 

propagation and dissipation of waves in atmospheres is an effective physical 

process of transfering mass, momentum and energy; analogous problems of 

engineering interest occur in the propagation of sound in ducts of varying 

cross-section, such as the horns of loudspeakers and the nozzles of jet 

engines. 

1 — INTRODUCTION 

Two of the main trends in current research on waves in fluids 

are the study of the effects of internal inhomogeneities and tur- 

bulence, which were discussed in the first part of the present 

essay, and the consequences of external applied force fields, which 

we consider in the present, concluding part. Gravity, being 

intrinsically associated with the existence of matter, is an ever 

present force field, which causes fluids to become stratified, and 

affects considerably waves in the oceans (Stoker 1953, Eckart 
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1960, Philips 1960, Kraus 1977) and atmosphere (Yih 1965, Beer 
1974, Hines 1974, Gossard & Hooke 1975, Pedlosky 1979) of the 
earth. More than a few miles away from the earth’s surface 

magnetic fields are important, both in the mantle and ionosphere, 

and ionized matter is predominant in most regions of the universe 

(Chapman & Cowling 1949, Spitzer 1952, Akasofu & Chapman 

1972, Parker 1979), the basic properties of waves in these condi- 

tions being a standard topic in magnetohydrodynamics (Alfvén 

1948, Landau & Lifshitz 1956, Cowling 1957, Ferraro & Plumpton 

1961, Alfvén & Falthammar 1962, Cabannes 1970, Priest 1982). 
The Alfvén speed, which characterizes the propagation of 

transverse (and hence incompressible) hydromagnetic waves, 

scales on the inverse square root of the mass density, and thus 

increases rapidly with altitude in an atmosphere. The acceleration 

of the Alfvén-gravity waves with altitude implies that the wave 

forms are not sinusoidal, neither for standing nor for propagating 

modes; also, the phase of propagating waves, instead of increasing 

linearly with altitude, has an increasing slope, and tends to a 

finite asymptotic value. The effects of dissipation, say, by electrical 

resistance, on the Alfvén-gravity wave, are significant at low 

altitude, where it propagates slowly, and become less important 

at higher altitudes, as the wave speed increases, and there is less 

time to dissipate its energy; thus there is a transition layer 

between the low-altitude, diffusion regime and the high-altitude, 
propagation regime. 

Acoustic-gravity waves have rather different properties, since 

the sound speed is determined by temperature alone, and thus 

varies slowly. As the atmospheric density decays with altitude, 

the amplitude of the acoustic-gravity wave increases, until 

non-linear effects become important and shocks may form. The 
steepening of the wave front that leads to shock formation is 

opposed and delayed by dissipation effects, such as viscosity. 

Even if the static viscosity is small, the kinematic viscosity, 

which varies inversely with the mass density, may be significant 

at high-altitude, and thus be a moderately effective dissipation 

mechanism. Thus acoustic-gravity waves can cause significant 

compression and mass transport in an atmosphere, together with 

moderate heating; the Alfvén-gravity waves, which can be 

dissipated by electrical resistance, are a more effective mechanism 

of energy transport and heating, but carry no net mass flux since 
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they are transversal. Another contrast is that the combination 

of compressibility and gravity can cause the appearance of cut-off 

frequencies for acoustic waves, whereas Alfvén waves are not 

affected by filtering effects. 

2— DAMPING OF HYDROMAGNETIC WAVES 

WITH VARIABLE SPEED 

Waves of small amplitude in homogeneous media are 

described by linear partial differential equations with constant 

coefficients, e.g., for magnetic (Alfvén 1942, Lehnert 1952, 

Lighthill 1960) and magneto-acoustic (Herlofson 1950, Jones 1964, 

Campos 1977) waves, and spectral methods can be used in space 

and time (Lighthill 1978, Adam 1982, Campos 1984a). In the 

case of stratified media, e.g., atmospheres, the equations describing 

small amplitude waves are linear with variable coefficients, and 

exact solutions can be found usually in terms of special functions, 

e.g., for Alfvén-gravity (Ferraro 1955, Hide 1956, Ferraro & 

Plumpton 1958, Zhugzhda 1971, Hollweg 1972, Leroy 1982, Campos 

1983b, d) and magnetosonic-gravity (Nye & Thomas 1976, Adam 

1977, Campos 1983b,c) waves. We choose among these, as an 

example, Alfvén waves propagating in an ionized atmosphere 

under a vertical external magnetic field B, in the presence of 

electrical resistance 1/o— « where «+o is the Ohmic con- 

ductivity. The only propagating components of the velocity v and 

magnetic field h perturbations are horizontal and parallel 

v =ve,,h=he,, they depend on altitude z and time t, and 

satisfy the equation of momentum and induction, VIZ. 

dv/at-B- 4A(z) ¥ dh/az=0, (a) 

dh/at—B dv/oz=—€(z) dh/oz’, (1b) 

where the Alfvén speed A(z) and magnetic diffusivity ¢(z) 

generally depend on altitude: 

{ A(z) ? =yB’/479(2), €(z)=C?/4ryo0(Z), (2a, b) 

through the density stratification » (z) and Ohmic conductivity 

o(z); we have denoted by » the magnetic permeability and 

by c, the speed of light. 
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Eliminating between (la,b) respectively for the velocity v 

and magnetic field h perturbations, we obtain the wave equations: 

4 0°/ ot? — 0 /dz (A(Z))* 0/dzZ—E(z) d%/dtaz*} h(z,t) =0, 

(3a) 

{ 0?/dt?—(A(z))*? 0?/0z2—(A(z))? d/dz £(z) 

d/0zZ (A(z))~* d/dat +} v(z,t) =0; (3b) 

it is clear that: (i) in an homogeneous medium, for which (2a, b) 

are constants, the two wave variables satisfy the same equation: 

{ ?/ot—A?® 9?/d2—€ 9°/dtozw + v,h(z,t)=0, (4 

and have the same altitude dependence; (ii) in a_ stratified 

medium the magnetic field (3a) and velocity (3b) satisfy different 

equations, as suggested by (la), and their waveforms are generally 

different. Resistive Alfvén-gravity waves are characterized by four 

parameters, namely the frequency » which is conserved if the 

atmosphere is at rest, the scale height L(z)=4{d (log p)/dz }" 

specifying the density stratification p (z) , the Alfvén speed A(z) 

and the magnetic diffusivity €(z) , with which we can form two 
dimensionless parameters: 

a(Z)=oL(Z)/A(Z), B(z)=06 (Zz) AZ) P, (5a, b) 

which may be interpreted as follows: (i) a~2z72/L is the 

compactness since it compares the wavelength \ to the atmospheric 

scale height L, and describes non-dissipative waves; (ii) in the 

presence of electrical resistance an additional dissipation parameter 

8 ~ 2x7 %/L appears, comparing the damping scale X=¢/A to the 

scale height. 

The Ohmic electrical conductivity « , and hence the magnetic 

diffusivity ¢ (2b) are independent of density and are functions of 

temperature, so that they are bounded in a _ non-isothermal 

atmosphere (provided the temperature be finite); the mass density, 

on the other hand, tends to zero p > 0 as altitude tends to infinity 

Z— oo, and thus the Alfvén speed (2a) diverges asymptotically 

A—o. From the second terms of (3a,b), since A?® )*v/92z?, 

A? dh/dz must remain finite as z—> » and A(z)—o, and we 
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have 92v/0z?, dh/dz—> 0, ie: (i) Alfvén-gravity waves, with 

electrical resistance or not, propagating in a non-isothermal 

atmosphere (of bounded temperature), have a velocity perturbation 

which grows linearly and a magnetic field perturbation which 

tends to a constant in the asymptotic regime as z—> ow: 

V(Z3;0) ~fi(o) z+f.(0), (6a) 

h(Z:o) ~i(B/o) f,(o), (6b) 

where f, , f. depend on frequency w; (ii) in the case of a standing 

mode perfectly reflected from infinity the velocity perturbation is 

bounded and thus the magnetic field perturbation decays to zero: 

V(Z3o0) ~fi(o), hA(Z;o0) ~ 0. (7a, b) 

Thus, although initially the velocity and magnetic field pertur- 

bations are proportional v/A ~h/B, in agreement (la) with 

equipartition of kinetic and magnetic energy pv*/2 ~ p (A*/B?) 

h?/2 ~ »h?/8r, asymptoticaly: (i) for standing modes (7a, b) both 

the kinetic E, = pv’/2 ~ o and magnetic E, = wh’/87 ~ o energies 

(per unit volume) tend to zero; (ii) for propagating waves (6a, b) 

only the kinetic energy E, = pv’/2 ~ O(z?e-7/4) 0 since the 

density decays exponentially on altitude » ~ O(e~7/4), but the 

magnetic energy E, = puh?/87 ~ »B? f?/870? tends to a constant, 
so that asymptoticaly all energy is magnetic, i.e., the opposite 

of equipartition. 

The preceding results can be checked in the case of an 

isothermal atmosphere, for which the wave fields can be calculated 

exactly at all altitudes and frequencies. In an isothermal atmosphere 

the density decays exponentially ¢(z) = 9(0) e~?/4 on the scale 

height L=RT/g, and the Alfvén speed (2a) and compactness (5a) 

are given by: 

A(z) =44/4r9(0) #? Be2@L= a e2/AL, (8a) 

a(Z) =(oL/a) e72/2L (8b) 

Considering non-dissipative Alfvén-gravity waves (= 0 in 2b), 

and using as variable the compactness (2. given by 8b) instead 

of altitude z, the velocity perturbation spectrum V(z;.) at 
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altitude z for a wave of frequency w is shown to satisfy a Bessel 

equation of order zero. The solution is a linear combination of 

Hankel functions H{) (2a), H?’(2«) but if we want to select 

a wave propagating upward, i.e., in the direction of increasing z 

and decreasing a (8b), we must select H‘). The constant of 

integration is determined from the initial velocity spectrum 

V(0;) at altitude z= 0, and we have: 

V(Z;0) = V(0O;o) {Hy ((2oL/a) e-7/")/H) (2oL/a)$; (9) 

for the exact wave field at all altitudes. The solution (9) specifies 

the transition between the initial and asymptotic regimes, respec- 

tively of exponential and linear growth: 

V(zZ30) =V(0;0) e7/4% ei /adz 4140 (o2z?/2aL) $, (10a) 

V(z30) ={V(0;0)/H® (QoL/a) $ {41+ y—i2z/rL} 
(10b) 

41+ 0 ((e*L*/a*) e-*") }, 

where ¥=(2/7) log (wL/a) + ¢, and ¢ is Euler’s constant. 

In the case of Alfvén-gravity waves perfectly reflected from 

infinity, the velocity perturbation spectrum V(z;) must be 

bounded as z— o, and the solution is given by (9) with the 

Hankel functions of second kind H‘*) replaced by Bessel functions 

of first kind J, . The vanishing of the denominator J, (2wL/a) =o 

corresponds to resonance, so that the roots p, of the Bessel 

function J,(p,) =o specify through p, = 2o0L/a = 4rL/A the 

frequencies », and wavelengths \,, of the standing modes: 

o,=ap,/2L, »A,=47L/p,, (11a, b) 

@n/o, = dy/An = P1/Pn; (11c) 

it will be noted that the frequencies of the eigenmodes depend on 

the Alfvén speed and scale height (lla), the wavelengths depend 

only on the scale height (11b), and their ratios are absolute 

non-integral numbers (llc) independent of wave or atmospheric 
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properties. The velocity perturbation is the superposition of all 

standing modes with non-vanishing initial spectrum V(0;.,): 

v(z,t) =(7a/2L) S Im{V(0;0,) exp(—io,t) } 

dn’ Jo(Pne-*?"), (12) 

where q, =Ji,(Py) = —J,(P,) is the slope of the Bessel function 

J, at its zero p, . The exact solution (12) is valid at all altitudes, 

and shows the transition between the initial and asymptotic 

regimes: 

v(z,t) =(a/L) (2/2)'” e2/4L 3 Im {V(0;o0,) e iat f 

(13a) 
q,* py” sin { (o/a) (z—2L) $ {1+ O(02z?/2aL) }, 

V(z,t) =(na/2L) Im {V(0;oq) eMat f ga! 
{1+ 0((pi/4) e-*) f, (13b) 

respectively of exponential growth and finite amplitude. 

In the presence of resistive dissipation, bearing in mind that 

the magnetic diffusivity is bounded (2b) and the Alfvén speed 

unbouded as z— o (2a), the dissipative wave equations (3a, b) 

have at most three regular singularities: (i) the singularity at 

Z = oO specifies the initial wave field; (ii ) the singularity at z = 

specifies the asymptotic radiation field; (iii) an intermediate 

singularity at z = z, specifies a transition layer where the effects 

of propagation and diffusion balance: 

o€(Ze) ={A(Z,) P; Z,=L log (wf/a?),  (14a,b) 

specifies the altitude of the transition layer for an isothermal 

atmosphere, where the magnetic diffusivity ¢ is constant and the 

Alfvén-speed A (z) increases exponentially with altitude according 

to (8a) from the initial value a=A(o). The transition layer 

separates the atmosphere in two regions: (i) in the low-altitude 
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region z<z, the magnetic diffusivity predominates, the wave 

equations resemble the Schrodinger’s type, and we have mainly 

resistive dissipation modified by propagation; (ii) in the high- 

-altitude region z > z, the Alfvén speed predominates, the wave 

equations resemble the hyperbolic type, so that we have propa- 

gation with damping which decays with altitude, and preserves 

the form of the asymptotic laws (6, 7a,b). The situation is 

similar to the plane, isentropic, compressible flow, for which the 

transition is specified by local Mach number unity M = 1, sepa- 

rating subsonic flow for which the hodograph equations are elliptic 

from supersonic flow for which they are hyperbolic (Molenbroek 

1890, Chaplygin 1904, Lighthill 1947, von Mises 1960); another 

case is wave absorption at critical levels (Bretherton 1966, Booker 

& Bretherton 1967, McKenzie 1973, Eltayeb 1977, Ahmed & 

Eltayeb 1978, Rudraiah & Venkatachalappa 1979). 

The dissipation parameter 8 (5b) is unity at the transition 

layer (14a), and if we chose it as independent variable instead of 

altitude, the singularities are located at 8 = 0, 1, o. The simplest 

special function with three regular singularities is the hyper- 

geometric, and indeed the fields of resistive Alfvén-gravity waves 

propagating in an isothermal atmosphere can be expressed exactly 

in terms of hypergeometric functions of parameters c = 1 and: 

a=1+(1-i)KL=o, b=1-(1-i) KL=2- 0, 

K =V0/2€, (15a, b, c) 

where the frequency w is related quadratically to the effective 

wavenumber K _ through (twice) the magnetic diffusivity, 

» = 2¢K?. The velocity perturbation spectrum is given by: 

V(Z3;0) =V(0;0) (ia?/og + e77/E)~? 

{ F(v, o—1;20—1;(1—i(wf/a?) e~2/L)-7) | (16) 

{F(v, 0; 20—1;ia?/of) }? 

which applies at all altitudes 0 <z< wow, including the transition 

layer. 
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Considering standing modes, the spectrum is discrete, and 

the eigenvalues for the complex frequency w, are given by the 
roots of: 

0 = F(0,2—031; iwf/a? ) 

(17) 
1 

=1+ = (iot/a®)P (p!)-? Nl (q? + 2q +14 ing/a?) 
p=1 a=0 

the roots o, =f,—i d, specify, through their real part, the fre- 

quency f, = Re(o,) , and through minus the imaginary part, the 

damping rate d, = Im(—o,) , since exp (— io, t) = exp (—if,t) 

exp (—d,, t). The wave field is the superposition of all standing 

modes with non-vanishing initial spectrum V (0; 0, ) : 

v(z,t)= 3 Im{V(O;e,) e-fot } edt 
0 

qi, 

(18) 

19 F(v,2—031; iof/a’)/dw, $-? F(v,2—v0;1;i(wf/a?) e*), 

in the case of perfect reflection above the transition layer. 

We choose for illustration the case of non-dissipative Alfvén- 

-gravity waves perfectly reflected from infinity in an isothermal 

atmosphere, and plot in Fig. 1 the waveforms of the first three 

standing modes, using an altitude z made dimensionless by 

dividing by the scale height L. The waveforms are shown for the 

velocity (top) and magnetic field (bottom) perturbations, made 

dimensionless by dividing by initial reference values, respectively 

Va» H,={ eat /o, V(0;0,) }{v,(z,t), (a/B) h,(z,t) } 

From the waveforms for the first (left), second (centre) and third 

(right) standing modes it follows that: (i) the velocity perturbation 

vanishes at the node z = 0, whereas the node at infinity (where 

the density is zero) corresponds to a constant asymptotic ampli- 

tude, decreasing in value (when divided by o,) and alternating 

in sign with the order of the mode; (ii) the magnetic field 

perturbation starts out-of-phase with a non-zero value at z= 0, 

and decays exponentially to zero in the asymptotic regime, which 

is attained at higher altitude for higher order modes; (iii) as 

typical of Sturm-Liouville problems, the velocity and magnetic 

field perturbations of the n-th mode have (n—1) nodes at inter- 

mediate altitudes, with interlacing between the nodes of velocity 
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Fig. 1 — Alfvén-gravity modes standing vertically in an isothermal atmosphere, 

with perfect reflection between altitude zero and infinity. The first three 

normal modes n = 1, 2, 3 are illustrated by plotting the waveforms for the 

dimensionless velocity (top) and magnetic field (bottom) perturbations as 

function of altitude z divided by the scale height L. Note that the magnetic 

field perturbation starts out-of-phase to the velocity, and decays to zero 

asymptotically as the velocity tends to a constant value. 
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and magnetic field of the same mode n, and between sucessive 

modes n,n-+1. The compactness (5a, lla) a, =o,L/a = 

= p,/2 = 1.202, 2.760, 4.327 respectively for the modes of orders 

n= 1, 2,3, specifies the local wavelength measured on the scale 

height A,,/L = 27/a, = 5.225, 2.276, 1.452, and shows that the 
atmospheric density change over a wavelength A =p(0)/p(A,) = 

= exp (A,/L) = 185.95, 9.74, 4.27, is substantial, and thus the 

effects of atmospheric stratification could not have been neglected 

or treated approximately by procedures like the W. K. B. J. method. 

In Fig. 2 is illustrated the case of non-dissipative Alfvén- 

-gravity waves propagating vertically, for a compactness (5a) 

a = 1, corresponding to a local wavelength equal to 27 times the 

scale height A= 2z7L, and an atmospheric density change 

a = e?™ — 535 in a wavelength. The altitude z is divided by the 

scale height, and the velocity and magnetic field perturbation 

spectra for a wave of frequency » at altitude z are rendered 

dimensionless by dividing by initial values V=V(z;0)/V(0;0) 

and H=(a/B) H(z3;)/V(0;o). The amplitude of the velocity 

perturbation (bottom left) initially grows exponentially on four 

times the scale height ~ e”/44 (10a), and asymptoticaly grows 

linearly (6a, 10b); the amplitude of the magnetic field perturbation 

(bottom centre) evolves differently, since it decays initially on 

four times the scale height ~ e~2/44 , and tends asymptoticaly to a 

constant value (6b). Since the magnetic field perturbation is 

horizontal, and hence transverse to the direction of propagation, 

there is an associated electric current, according to Maxwell’s law: 

VAH = (4x/c) J; j(Z,t) =(c/4r) dh(z,t)/dz, (19a, b) 

specifies the electric current propagated with the wave, which 

for a frequency component »w at altitude z is rendered dimensionless 

by dividing by initial values J=47ra*7J (z;0)/c,BoV(0;0) ; the 

magnitude of the electric current (bottom right) decays exponen- 

tially with height, initially on four-thirds the scale height ~ e ~°2/44, 

and asymptoticaly on the scale height ~ e~2/“, thus tending to 

zero. The phases (top) of the velocity perturbation (left), magnetic 

field (centre) and electric current (right), initially vary linearly 

with altitude, and, as a consequence of the increase of propagation 

speed with height, the slope increases, so that asymptotically the 

value is finite in all cases. 
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Fig. 2 — Alfvén-gravity waves propagating vertically in an isothermal atmo- 

sphere, for a compacteness parameter unity, corresponding to a change in 

atmospheric density by a factor of e?*—535 over a local wavelength. The 

wave fields are illustrated by the phases (top) and amplitudes (bottom) of the 

velocity (left), magnetic field (centre) and electric current (right) propagated 

with the wave, plotted against dimensionless altitude as in Fig. 1. Note the 

different initial and asymptotic amplitude laws for each wave variable, and the 

finite asymptotic phase in all cases. 
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Since the Alfvén-gravity waves propagate an electric current 

j, they supply heat to the atmosphere by Joule effect at the 

rate W = (l/c) j?, and thus are an effective energy transfer 

mechanism for atmospheric heating (Osterbrock 1961, Uchida & 

Kaburaki 1975, Ionson 1982, Campos 1984b). On the other hand, 

being transversal and incompressible, the Alfvén modes carry no 

mass flux. The transfer of mass is more appropriate to the acoustic 

modes, in particular non-linear or of finite amplitude, which can 

cause a strong compression of the medium. Acoustic modes can 

be dissipated by viscosity, which is generally much less effective 

than electric resistance in transfering energy to the medium. Thus 

the different modes of magneto-acoustic-gravity waves provide 

effective mechanisms of transfer of mass, energy and momentum, 

by propagating from one atmospheric region to another, and then 

depositing their flux. Having considered Alfvén-gravity waves, for 

which the variation of propagation speed with altitude is impor- 

tant (8a), but non linear effects are not, since the Alfvén 

number N=v/A(z) ~ z e~2/24 decreases with height, we consider 

next acoustic modes, which will be shown to have contrasting 

properties. 

3 — FILTERING OF HYDRODYNAMIC WAVES 

AND NON-LINEAR COMPRESSION 

Returning to small amplitude magneto-acoustic-gravity waves 

(eq. (6) of Part I), in an homogeneous medium, the velocity per- 

turbation may be represented by a Fourier decomposition in space 
and time: 

Vv (xt) =f" aj (k,o) exp {i(k.x—ot) $ d*k do; (20) 

since application of (d/dt,d/dx;,0/dm) to vj; is equivalent to 

multipying a; by (—io,ik;,i(k-m)), where w denotes the fre- 
quency and k, the wave vector, the homogeneous wave equation 

Oi; 1 Vj ¢ = 0 leads to the algebraic condition U;; a; = 0, where 
the dispersion matrix is given by: 

Ni; == 5 85; + (c? + a’) k, k,—i (k, g;— k; 8) —iygik; 
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  where c, a are respectively the sound and Alfvén speeds, 

and m= B/B the unit vector in the direction of the external magnetic 

field B , assumed constant. In order for waves to exist the amplitude 

cannot vanish, and the roots of the equation | [l,;| = 0 specify 

the dispersion relations »(k) for each mode. We can consider 

three cases: (i) for pure acoustic waves m; = 0 = g,;, the first 

two terms of (21) show that the dispersion matrix is quadratic 

in »,k, so that the frequency is a linear function of wavenumber, 

and acoustic waves are isotropic, and non-dispersive, i.e., propa- 

gate at the same speed (of sound c) in all directions and for 

all frequencies; (ii) in the presence of magnetic field m; +0 = g;, 

the dispersion matrix is quadratic on frequency » and wavevector k; 

so that the frequency is linear in the wavenumber k but depends 

on the wavenormal n, = k,/k, and magneto-acoustic waves are 
non-dispersive and anisotropic, i.e, the speed of propagation 

depends on direction, and the wavefronts are not spherical (they 

are plane for the Alfvén mode and curved for the slow and fast 

modes); (iii) in the presence of gravity g,-0, with or without 

compressibility and/or magnetic field, the dispersion matrix 

involves terms of the first and second degree, so that the frequency 

depends non-linearly on the wave vector, and gravity, acoustic- 

-gravity, magneto-gravity, and magneto-acoustic-gravity modes are 

all anisotropic and dispersive, since the wave speed depends both 

on direction and frequency. 

Similar methods apply to the wave equations in homogeneous 

elastic solids, either isotropic or crystals (Love 1927, Cady 1946, 

Schouten 1953, Achenbach 1973, Hudson 1980); surface waves 

in fluids and solids can also be isotropic or anisotropic, dispersive 

or non-dispersive, their dispersion relation being determined 

from the boundary conditions applying at the interface along 

which propagation occurs. As an example of the derivation of 

dispersion relations, we consider the determinant of the disper- 

sion matrix (21), in the case of vertical propagation, when the 

wavevector k=(0,0,k) is anti-parallel to gravity g=(0,0,—g), 

taken in the x;-direction, and the plane (x, , xX; ) can be chosen to 

contain the direction of the external magnetic field m=(m,,0,mz) : 

0 = (o? —a? k? m2) | o?—a?k? m? a?k? m, m, (22) 

ak?m,m, o?—c?k?—a?k? m?—iygk 
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Since (22) is a cubic in o? there are three wave modes, of which 

one is uncoupled from the other two, as shown by the factor in 

curved brackets, which corresponds to the dispersion relation 

w(K), phase speed u and group velocity w: 

» = +akm;, = +a(k-m), u=o0/kK = +a(n-m), 

W=d00/dk—=+am; (23a, b, c) 

thus the uncoupled mode is an Alfvén wave (23a), since it propa- 

gates energy at the group velocity (23c), which coincides with 

the Alfvén speed a along magnetic field lines m, and the wave 

crests move at the phase speed u = w-n, which corresponds to 

the group velocity w projected on the wavenormal direction 

n=k/k. 

The other two modes, described by the determinant of (22): 

ot —4(a?-+c?) k?+iygk} o?+a? (k-m)? (c?k?+iygk)=0, (24) 

are generally coupled, and are distinguished by their speeds as 

slow and fast. The slow and fast modes decouple when the sound 

and Alfvén speeds are of very different orders of magnitude, i.e., 

one of the gas or magnetic pressures dominates the other. In 

hydrodynamics, the magnetic pressure is small compared with the 

gas pressure a?<<c?, and the equation (24) decouples in two 

factors: 

{o?—a® (k-m)?} 4 o? —c’*k? —iygk | = 0; (25a) 

the first factor specifies again the Alfvén wave (23a, b,c) prop- 

agating along magnetic field lines m at a small speed a, and is 

the slow mode, and the second factor specifies an acoustic-gravity 

wave, which corresponds to the fast mode. In the converse case, 

of dominant magnetic field a? >> c? , yg/k, in the vertical direction 

m, = 0,m; = 1, equation (24) factors: , 

4 4? atk? } 4 w? —c?k? —iygk } = 0, (25b) 
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into an acoustic-gravity wave (second factor) as in (25a), but now 

corresponding to the slow mode, whereas the first factor specifies 

the fast mode: 

o= tak,u o/k = +a, w=d0/dk = £an, (26a, b, c) 

which is a wave propagating isotropically in all directions n at 

Alfvén speed a. 

Thus we find that the vertical acoustic-gravity wave, of 

dispersion relation w? —c?k?—iygk = 0 exists, uncoupled from 

magnetic modes, in two opposite circunstances: (a) in the case 

of a magnetic field so weak (25a) that it cannot affect the 

acoustic-gravity wave; (b) in the case of a magnetic field so strong 

(25b) that the gas cannot cross magnetic field lines, and the 

acoustic-gravity wave is forced to propagate along the magnetic 

flux tube. In the absence of gravity g = 0, the dispersion relation 

reduces to »*?—c*k? = 0, implying (26a, b,c) with c replacing a, 

i.e., isotropic propagation at the sound speed c? = yRT, where 

y is the ratio of specific heats, R the gas constant and T the 

temperature. The presence of gravity affects acoustic waves by 

introducing anisotropy, dispersion and filtering, as can be seen 

from the dispersion relation (second factor in 25a, b) written for 

the vertical wavenumber k: 

k? + (i/L) k—o*/e?=0, L =c?/yg =RT/g, (27a,b) 

which involves the atmospheric density scale height given by (27b). 

Solving (27a) for the vertical wavenumber: 

=—(i/2L) 11 +V 1—0?/e? }, (28a) 

o,=C/2L = (g/2)V y/RT, (28b) 

we conclude that it is pure imaginary k = —i8/2L, and the wave 

field non-oscillating exp (ikz) = exp(5z/2L), for frequencies 

below (28b) » < os, which is designated cut-off frequency, since 

below it propagating waves cannot exist. Above the cut-off 

frequency » > o,, the wavenumber k (28a) has a real part: 

k=—i/2L+K, K=(0/c) V1—«2/o’, (29a, b) 
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and propagation is possible, so that the cut-off frequency wo, (28b) 

separates the standing (» <o,) and propagating (» > o,) parts 

of the spectrum, and specifies the properties of the atmosphere 

as a filter of acoustic waves. 

The quantity K defined by (29b) plays the role of an effective 

wavenumber, since by (29a): 

expi(kz—ot) —exp(z/2L) -expi(Kz—ot) (30) 

it determines the phase Kz—ot of a propagating wave o > o,,. 

The effective wavenumber K (29b) simplifies to the acoustic form 

K ~ w/c for frequencies much higher than the cut-off w? >> 2, is 

smaller than the acoustic value K < w/c for intermediate fre- 

quencies » >, , and vanishes K = 0 at the cut-off » = o, when 

propagation becomes impossible. The phase speed u and group 

velocity w corresponding to the effective wavenumber K (29b): 

u=o/K =c 4 1 — w2/w? tae (31a) 

W=d0/dK =c¢ 4 1—o/u? $7; (31b) 

coincide with the sound speed u ~ c ~ w only at high-frequencies 

wo” >>}; at intermediate frequencies w >, the phase speed is 

higher than the sound speed and the group velocity lower 

u>c>w. At the cut-off » =o, the phase speed diverges 

u — oo since the wave ceases to oscillate and wavecrests disappear, 

and the group velocity vanishes w—0 since the energy flux 

vanishes for standing modes. The factor exp (z/2L ) shows that the 

amplitude of acoustic waves grows exponentially on twice the 

density scale height in an isothermal atmosphere, and thus, even if 

the initial amplitude is small, after propagating a few scale heights 

the waves grow to finite amplitude, so that non-linear effects become 

important and shock formation may occur. This law of amplitude 

growth can also be obtained from energy conservation, bearing 

in mind that the sound speed is constant in an isothermal 

atmosphere: (i) the equipartition of kinetic and compression 

energies at all altitudes implies that the total energy E = pv? is 

twice the kinetic part, and the energy flux is F = Ec = pv’c; 

(ii ) since the energy flux must be conserved for a non-dissipative 
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wave v ~p‘/?, and as the mass density decays exponentially on 
the scale height ~ exp(—z/L) the wave velocity perturbation 
grows exponentially on twice that scale v ~ exp (z/2L). 

There is a considerable contrast between the properties of 
Alfvén-gravity ($2) and acoustic-gravity (§3) waves, say, in an 
isothermal atmosphere: (i) the latter have a constant propagation 

speed, namely the sound speed c, whereas the former are 

accelerated with height at an exponentially increasing Alfvén 
speed A (8a); (ii) the velocity perturbation increases linearly 
with altitude v ~ z in the former (6a) and exponentially v ~ e2/2) 
in the latter (30) cases; (iii) for the former, the Alfvén number 
N=v/A ~ z e~2#/2L reduces with altitude, whereas for the latter 

the Mach number M=Vv/c ~ e”/2" increases with height; (iv ) for 

the former a linear, non-homogeneous theory is appropriate, 

whereas for the latter a non-linear, homogeneous approach may 

be needed; (v) the latter satisfy equipartition of (kinetic and 
compression) energies at all altitudes, and the former violates the 

initial equipartition of (kinetic and magnetic) energies as it 

propagates upward. These contrasts for non-dissipative waves 

(Campos 1983a,b) extend to the dissipative modes (Campos 

1983c,d), since: (vi) among the main dissipation mechanisms, 

viscous damping is effective on hydrodynamic and resistive 

damping on hydromagnetic waves; (vii) the electrical resistance 

depends mainly on temperature and is approximately constant in 

an isothermal atmosphere, whereas the kinematic viscosity, 

defined as the ratio of the static viscosity to the mass density 

increases with height as the atmosphere becomes more rarefied; 

( viii ) resistive dissipation is important at low altitudes for Alfvén 

waves, when their propagation speed is small, and becomes 

negligible at high-altitudes, whereas for acoustic modes viscous 

damping increases in importance as the kinematic viscosity grows 

with height, and is most significant at high altitudes. 
The simple preceding example of the high-pass filtering of 

vertical acoustic-gravity waves in a magnetic field tube illustrates 
three general properties: (a) the filtering of waves in stratified 

media, e.g., three-dimensional acoustic-gravity waves have two 

cut-off frequencies (one vanishes in the case of vertical propagation 

outlined before), in atmospheres either nearly isothermal (Lamb 

1879, Moore & Spiegel 1964, Yih 1965, Yeh & Liu 1974, Campos 

1984a) or with strong temperature gradients (Lamb 1910, Groen 
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1948, Thorpe 1968, Lindzen 1970, Campos 1983a); (b) the 

propagation along tubes is also relevant in the acoustics of ducts 

of variable cross-section, either without a mean flow, such as the 

horns of loudspeakers and musical instruments (Webster 1919, 

Ballantine 1927, McLachlan 1934, Jordan 1963, Olson 1972, 

Zamorski & Myrzykowski 1981, Kergomard 1982, Bostrom 1983, 

Campos 1984c), or with a mean flow, such as the nozzles of jet 

engines (Powell 1959, Eisenberg & Kao 1969, Morfey 1971, Nayfeh, 

Kaiser & Telionis 1975, Nayfeh, Shaker & Kaiser 1980, Campos 

1978, 1984d); (c) the growth in wave amplitude with altitude 

leads to non-linear waves and shock formation (Riemann 1860, 

Raiser & Zeldovitch 1966, Wentzel & Solinger 1967, Chiu 1971, 

Whitham 1974, Roberts & Rae 1982, Campos 1984e), which is 

oppposed and delayed by dissipative effects (Lighthill 1951, 1978; 

Yanowitch 1967a,b, 1969; Lyons & Yanowitch 1974; Campos 

1983c, d). In these as in all other types of waves, it is possible 

to consider three types of propagation and dissipation theories: 

(1) for waves of small amplitude in media for which the prop- 

agation speed and damping rates are uniform, the wave equations 

are linear with constant coefficients, and can be solved by Fourier 

analysis, leading to the use of dispersion relations, as in the 

preceding example (§3) of acoustic-gravity waves in an isothermal 

atmosphere; (Il) for waves of small amplitude in an inhomoge- 

neous or strongly stratified medium, for which the speed of 

propagation and dissipation parameters are non-uniform, the wave 

equations are linear with variable coefficients, dispersion techniques 

are inadequate, and exact solutions must be obtained, often in 

terms of special functions, as illustrated in the case of resistive 

Alfvén-gravity waves (§2); (II1) for waves of large amplitude, 

which cause a disturbance in the medium of propagation com- 

parable with the mean state, the wave equations are non-linear 

and the methods of superposition generally do not apply, and 

apart from cases of short wavelength where non-linear ray theory 

may be used, the derivation of exact solutions may depend on 

finding a special transformation into a known equation, as in the 

example which follows in the remaining part of the present 

section. 

We consider as example a one-dimensional acoustic wave of 

finite amplitude, with dissipation by the kinematic viscosity 7, 
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for which the velocity v and density p are functions only of 
position z and time t, and satisfy the exact, non-linear equations 
of continuity and momentum: 

dp/dt +vdp/dZ+ pdV/dzZ=0 (32a) 

aV/dt + VdV/dzZ + (C*/p)d9/0Z = n O°V/9 Z?; (32b) 

in the latter we have substituted the pressure gradient (jp/)z) = 
= C* (dp/dZ) , where c* = (dp/dp), is the adiabatic sound speed. 

Multiplying (32a) by + c/p and adding to (32b), we obtain: 

{d/dt+(vtc) d/dz} J, =n dv/dz, (33a) 

J. =v+((c/p) dp, (33b) 

which can be interpreted as follows: (i) in the absence of 
viscosity » = o and for linear waves v<<c, from J, ~ 2v and 
dV/dt +c dV/dZ=0, it follows that the velocity perturbation 
v(z,t) =f(z—ct) propagates at sound speed without defor- 

mation; (ii) in the non-linear case the Riemann invariants J are 

conserved along the characteristics T'.. , which are the ‘trajectories’ 

of the wave travelling at a speed (dx/dt), =v-+c equal to 

the superposition of the velocity v and sound speed +c, in the 

same or opposite direction; (iii) in the presence of viscosity 

n+ 0 the Riemann invariants J. (33b) decay along the 

characteristics [T, since (33a) may be viewed as_ non-linear 

diffusion equations, and the wave profile is deformed by two 

opposing effects: steepening by non-linear convection and decay 

by viscous dissipation. 

Considering a simple wave, for which the invariant J_ is 

zero, the invariant J, can be expressed in terms of the propaga- 

tion speed u=v + Cc, so that we obtain Burger’s equation: 

du/dt+udu/dz = (7/2) 02U/d 2; (34) 

the latter balances the linear local and non-linear convective 
acceleration against dissipation by the kinematic viscosity halved, 

and apart from the factor 1/2 coincides with the one-dimensional 

form of Navier-Stokes equation. The equation (34) can be trans- 
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formed, by means of the change of variable (Burgers 1948, Cole 

1951, Hopf 1951): 

(z,t) =exp{—y"[° uCy,t)dy}, (35a) 
—e 

u(z,t) =—7» 0d (log®)/dz, (35b) 

into the linear heat equation: 

0&/dt =(7n/2) 0°@/d2, (35c) 

of which many solutions are known (Fourier 1876, Carslaw & 

Jaeger 1946). 

As an example of the use of the transformation (35a), we 

consider a velocity pulse of magnitude U emitted at altitude z=0: 

u(z,0) = U8(z),#(z,0) =H(—z) +e-'% H(z), (36a,b) 

using the properties of Dirac’s delta § and Heaviside’s unit H 

functions (Schwartz 1949, Lighthill 1958); the solution of the 

classical (Fourier 1876, Carlslaw & Jaeger 1946) heat problem 

(35c, 36b) specifies 6 (z,t ) from which we may calculate u(z,t) 

using (35b), viz.: 

u(Z,t) = (2y/nt)¥? { exp(—z*/2nt)/erfe (z/V(2nt)) $; (37a) 

the pulse thus broadens with time to a scale / ~ V(2nt), and 

asymptoticaly z— o as the error function erfc— 1, it takes a 

pure Gaussian shape: 

u ~ (2n/at )1/? exp (—Z?/2nt ) ~ (2nU/nz )'/? exp (— UZ/27) , (37b) 

where in the second expression we have used z/t ~ U. 

The dissipation by viscosity acts as a heat source (per unit 

volume): 

Q(Z) =en(d0V/dz)? ={4 2p n/(y +1)? } (du/oz)? 
(38a) 

~ 4 pU%/r(y +1)?z} exp(—UZ/n), 
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Fig. 3 — The theory of compression and heating of an atmosphere by acoustic 

waves of finite amplitude with viscous damping (solid line) is compared with 

observations (squares) in solar spicules. The temperature profile (bottom) 

shows an initial rise when the heating function (fig. 4, top) is larger, and levels- 

-off as the latter decays with altitude. The total density profile (top) demon- 

strates the increasing contribution of the wave compression relative to the 

atmospheric stratification, showing that the presence of waves is essential to 

explain the observed total density. 
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which in a rarefied medium is balanced by the thermal radiation 

flux: 

Q = dS/dz, S =(16»/3<) T* dT/dz, (38b, c) 

which is proportional to the cube of temperature and temperature 

gradient through a factor involving Stefan-Boltzmann constant 
v and the opacity «. Integrating (38b) with (38a,c) we obtain 

the temperature profile of a medium in radiative equilibrium, heated 

by viscous dissipation of acoustic waves of finite amplitude: 

{T(z) #={4T(2) + (B/A) {E:(AZ%)—E,(Az)}, (39a) 

where E, is the exponential integral of order 2 and A=U/n, 

B=3pU* «/4y7r(y + 1)*. The medium may be an atmosphere, 

provided that the stratification be gradual on the scale of the wave, 

and in this case the total mass density consists of: (i) the 

atmospheric stratification which decays exponentially on a scale 

D from its initial value 9, at altitude z, ; (ii) a wave compression 

which increases from the initial value , at altitude z, according 

to an adiabatic relation with temperature: 

p(Z) = pr exp —(Z—2)/D} + ps {T(Z)/T (zo) PTD. 
(39b) 

The temperature and density profiles (39a,b) are plotted 

versus altitude in Fig. 3, showing satisfactory agreement with the 

observations (Beckers 1968, 1972) in spicules, which are regions 

of the sun (Bray & Loughhead 1974, Athay 1976) where matter 

moves upward towards the corona, compensating for the mass 

loss due to the solar wind. It can be seen that: (bottom) the 

temperature gradient reduces with altitude as viscous dissipation 

becomes weaker and thermal radiation more effective; (top) the 

wave compression gives an increasing contribution to the total 

density compared with the atmospheric stratification. The presence 

of the compression front due to the acoustic-gravity wave is thus 

essential to the adequate modelling of the density profile. The 

mass and energy transfer to the atmosphere can be related to the 
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Fig. 4— An acoustic wave tends to steepen its wavefront and form a shock 

due to non-linear effects, and this tendency is opposed by viscous dissipation, 

which extracts energy from the wave and transfers it to the medium in the form 

of heat. The heating function (top) specifying the rate of transfer of energy 

from the acoustic waves to the solar atmosphere decays with altitude, as there 

is less energy per unit volume left in the wave; in spite of this energy loss, 

the decaying atmospheric density implies that the wave compression becomes 

gradually more significant in relative terms, and the Mach number (bottom) 

increases steadily up to shock strength. 
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properties of the wave, shown in Fig. 4: (top) the heating function 

due to viscous dissipation decays with altitude, as the temperature 

levels-off (Fig. 3, bottom); (bottom) the Mach number M= v/c 

increases rapidly with altitude, as the wave compression becomes 

more significant compared with the atmospheric density (figure 3, 

top), showing the growth of the wave from small amplitude 

M2 << 1 at low altitude to shock strength M ~ 1 at the top. 

I would like to acknowledge the benefit of some comments 
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ABSTRACT — The Rutherford backscattering channeling technique has 

been used to study the quality of magnesium single crystals for lattice location 

measurements. First results using Hf, Au, Tl and Pb atoms implanted in 

magnesium are presented and discussed. Particular relevance is given to the 

experimental set-up. 

1 — INTRODUCTION 

It is well known that defects such as vacancies or interstitials 

might modify many properties of materials. In most of the cases, 

however, it is not possible to predict the result of the creation 

of defects or their behaviour under various parameters like the 

temperature. 

Defects might be introduced in materials using classical 

methods. Ion implantation, however, increasingly used in recent 

years, has become a more powerful and versatile alternative. In 

particular, it allows the simulation of production of unwanted 

effects present in research and power reactors and in the walls 

of plasma containers used in the development of fusion reactors. 

In the present work the first results of a systematic investiga- 

tion of defects in magnesium are presented. The defects are 
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introduced by implanting heavy ions in magnesium single crystals, 
and the Rutherford backscattering-channeling technique is used for 
the analysis. 

Special relevance is given in this work to the experimental 
apparatus and analysing technique, including the preparation of 
samples, the orientation of the single crystals and the location of 
the implanted impurities. 

Preliminary results obtained with the Hf, Au, Tl, and Pb 
impurities implanted in magnesium are presented and discussed. 

2— MEASUREMENT TECHNIQUE AND EXPERIMENTAL 
PROCEDURE 

2.1— The Rutherford-Backscattering (RBS) / Channeling 
Technique 

If a beam of positive ions with energy E, impinges on the 
surface of a solid, Rutherford scattering occurs and the energy 
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Fig. 1— Schematic diagram of the He+ backscattered from a light metal 

implanted with a heavy impurity. 
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of the particles scattered at an angle relative to the beam direction 

is given by E = k*E,. The kinematic factor, k, depends on the 

scattering angle and on the masses of the incident beam and 

target atoms. 

Fig. 1 shows, schematically, the energy spectrum of He+ ions 

scattered from the surface of a metal implanted with a heavy 

impurity. 

The strong dependence of E on the mass of the scattering 

nucleus makes the RBS technique very useful to distinguish 

different elements in the near surface region of the solids. Further, 

the continuous energy loss of the in and outgoing ions, mainly 

due to the interaction with the electrons of the solid, allows the 

conversion of the energy scale to a depth scale. Thus, depth profiles 

of impurities in solids can easily be obtained. 

If in the magnesium crystal heavy impurities like Hf, Au, 

Pb or Tl are dissolved, the ions scattered from these impurities 

have higher energies than those scattered from the Mg atoms 

making this method very sensitive for the qualitative and quantita- 

tive analysis of these impurities. For impurities concentrated in 

a layer near the surface, this technique gives with accuracy the 

thickness of the layer and the depth at which the layer is 

located [1]. . 

Atoms lighter than magnesium, like oxygen and carbon, can 

also be detected with this technique. However, the sensitivity is 

poorer due to the lower Rutherford yield and to the fact that 

these impurities appear as peaks superimposed on a continuous 

magnesium RBS spectrum. 

Fig. 2 shows RBS spectra of a magnesium single crystal 

with implanted lead. Apart from impurities like Si, P and Ca, it 

can be seen that at the surface of the magnesium two thin layers 

of oxygen and carbon are present and their thicknesses are 

calculated to be less than 100A. 

When a sufficiently collimated ion beam is directed along a 

major symmetry direction of a single crystal, like the <1120> 

axis of the Mg crystal shown in Fig. 2, a strong reduction of the 

Rutherford backscattering yield is observed.. This is due to a 

reduced collision probability of the ions with the target nuclei. 

The repulsive potential of the lattice atoms steers the ions which 
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have a very low transverse momentum away from the rows or 

planes of the crystal atoms. This phenomenon is called the 

«Channeling effect» [2]. 
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fig. 2— RBS spectra of a magnesium single crystal under ramdom and aligned 

orientation with respect to the beam axis. 

2.2 — Sample preparation 

The magnesium samples used in this work were 12mm 

diameter by 2mm thick disks, spark cut approximately normal 

to the axis < 1010 > of a magnesium single crystal. They were 

cleaned by chemical etching in HNO, (65%, P.A.), rinsed with 

water and dried. 
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The quality of the crystals was studied with the RBS 

channeling technique. From typical spectra as shown in Fig. 2, 

the concentration of the impurities remaining in the sample after 

cleaning can be obtained. Most of these residual impurities do 

not interfere with the heavy implanted impurities we intend to 

study in this work. 

The implantation of the single crystals was performed using 

the electromagnetic mass separator of the Institut fiir Strahlen-und 

Kernphysik der Universitat Bonn. The magnesium crystal was 

mounted on a support isolated from the implanting chamber 

evacuated to a pressure better than 5 X 10-* mbar. During the 

implantation, the ion beam current was controlled and kept as 

low as possible to reduce heating effects on the crystals. The 

standard implantation energy used in this work was 80 keV for 

single charged ions. The implanted doses were in the range 

of 1 to 5 x 10'*atom/cm?. Some samples implanted with the 

highest dose showed some darkening at the surface after 
implantation. 

2.3 — Experimental set-up 

The measurements were performed at the 2 MeV Van de 

Graaff accelerator of the LNETI, Sacavém. The 1.2 MeV He+ beam 

is collimated by two circular tantalum diaphragms (1 mm diameter) 

at a distance of 230cm. The maximum beam divergence is 0.045° 

and the beam spot size at the target about 1mm?*. The beam 

current is kept at a value of the order of 4 <X 10-°A to avoid 

radiation damage of the crystal during the measurements. 

The samples are mounted in a two axis goniometer described 

below, located inside the scattering chamber (Fig. 3). This chamber 

is evacuated by means of a turbo-molecular pump to a pressure 

better than 10~* mbar. The sample holder is surrounded by a 

copper shield cooled to liquid nitrogen temperature to reduce 

surface contamination during the experiment. A secondary electron 

suppression shield around the sample allows an accurate charge 

measurement by integration of the beam current on the sample. 

The backscattered particles are counted with two silicon 

surface barrier detectors: a 100 mm? annular detector placed at 

180° with an energy resolution of about 25 keV, and a 50mm? 
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detector positioned at a scattering angle of 140° and with a 

resolution of 15 keV. The signals of both detectors are analysed 

and stored in a multichannel analyser with pile up rejection 

facilities. 
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Fig. 3 — Scattering chamber: 1. diaphragm; 2. chamber lid with the goniometer; 

3. 6 and ¢ counters; 4. sample holder; 5. electrostatic shield; 6. thermal shield. 

The two axis goniometer built at the ISKP-Bonn University 

allows the orientation of the single crystals with respect to the 

beam direction with a positional accuracy of 0.01° around the 

vertical axis and 0.02° around the horizontal axis. This goniometer, 

shown in Fig. 4, allows tilt motions of 360° around the two axes. 

The settings are read in two mechanical counters. The linearity 

of the counters and the accuracy to reproduce a setting better 

than 0.01° was tested using a laser beam reflected in a mirror 

mounted in the position of the sample. With this goniometer the 

crystal can be set in different orientations relative to the direction 

of the incident collimated beam. When rotating the crystal around 

the vertical axis the only restriction is the shadow of the crystal 

support on the particle detectors. A rotation of 180° around the 

vertical axis is particularly useful for investigations using not too 
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thick crystals. After this rotation the backside of the crystal can 

be studied and the accuracy of the goniometer can be tested. 

The zero of the goniometer, ¢ = 0, is defined as the angle 

in which both the direction of the beam and the rotation axis 

are coincident. This zero has been determined by two different 

methods: a) using a front silvered mirror mounted in the sample 

  

  

  
Fig. 4— Goniometer built at the ISKP — Bonn University with drawings from 

M. A. Augustiniak (Bell Lab.) adapted by W. Schaub (ISKP). 

holder and with the aid of a theodolit, a “pin point’ was aligned 

with the beam. The @ = 0 position was the one when both the 

“pin point” and its image were coincident in the theodolit axis; 

b) the other method was based on the fact that the same 
channeling direction is found when the crystal orientation is 

changed from (6,9) to (—0#,¢+ 180°). Fig. 5 shows the 
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results of these measurements for the (0001) symmetry plane 
of a magnesium crystal. 

With both methods the same zero value was found with 

an accuracy of 0.02°. 
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150°     
Fig. 5— Coordinates of the (0001) plane near normal incidence 

for + @ and — @. 

2.4 — Experimental Procedure 

Typical energy spectra of Het ions backscattered from a Mg 

single crystal are shown in Fig. 2, for a random and for a major 

symmetry direction. The aligned spectrum shows clearly the so 

called ‘‘surface peak’ due to the first atomic layers of the crystal. 

In channeling measurements windows are set in the RBS 

spectra to select particles scattered from the implanted impurity 

and from the magnesium host at the depth of the implanted layer. 

The RBS yield of the Mg host, inside the window, as a function 

of the angle between a crystalographic direction and the beam 

direction shows a dip with a minimum in the channeling direction 

(Fig: 6). The yield at this minimum relative to a random yield 

is the %,;,- The critical angle, y,,,, is determined from the 
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Fig. 6— Axial and planar angular scans for the not implanted magnesium 

single crystal. 

channeling angular scan by the half width at a level halfway 

between the minimum yield and the random level. These para- 

meters, /,,i, and y,,., are two characteristic quantities for 

channeling. They give information on the quality of the crystal 

and on the lattice location of impurities. The smaller %,,;, is, the 

more perfect is the crystal. Any perturbation of the lattice will 

increase X,,;,. The angle v,,, characterizes the “openness” of the 

channel. 

To control possible effects of radiation damage and surface 

contamination of the crystal during the measurement sequence, 

the scans are normally done in two halves comparing the minimum 

yield obtained at the beginning with that at the end of the scan. 

Corrections are made, when necessary, for the shift in the energy, 

due to the accumulation of a carbon layer at the surface, during 

the experiment. 
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The comparison of the measured dips with the theoretical 
predictions [3] gives information on the crystal lattice perfection 
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and on the experimental set-up misalignment. The comparison of 

the dips corresponding to the single crystal with those of the 

implanted impurities gives information about the impurity location 

in the crystal matrix. 

In a lattice location measurement the first step is to orientate 

the single crystal with respect to the beam direction. Though not 

essential, it is useful to know the approximate orientation of a 

major axis prior to the alignment of the crystal. This information 

can be obtained from X-ray diffraction measurements. In this 

circumstance the procedure to find one axial direction (in this case 

the <1120> axis of the Mg crystal) is schematically represented 

in Fig. 7a. For two positions of constant 6 (6, = 40°, 62 = 33.7°) 

a scan is done by varying ¢. Several planar dips are seen 

corresponding to the (1103), (0001) and (1103) planes. The 
intersection of these planes on a stereographic projection deter- 

mines the location of the <1120> axis which is confirmed by the 

axial angular scan as represented in Fig. 7b. 

        = - Q, =337 
(0001)     
0) 

Fig. 7 b) —Stereographic projection to find the <1120> coordinates. 
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The correct identification of other axes is confirmed by the 

agreement of the calculated values with the experimental ones 

for the angles between the axes. The stereographic projection of 

the main directions found for the magnesium crystal, which 

belongs to the hexagonal closed packed (hcp) configuration, is 

shown in Fig. 8. 

  
Fig. 8 — Stereographic projection of the main directions for the 

magnesium crystal. 
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3— RESULTS AND DISCUSSION 

Table 1 shows the channeling parameters obtained for several 

crystalographic directions of the magnesium single crystal. The 

theoretical predictions are also included for comparison. There is 

a fair agreement for the ¥,,, parameter. The high values obtained 

for Xin Means the existence of some disorder at the magnesium 

surface. In particular, the observed layers of carbon and oxygen 

can explain this fact. However, the magnesium crystal shows 

enough quality for studies of defects using ion implanted heavy 

impurities. 

Experimental and theoretical values of channeling parameters for the 

magnesium single crystal 

  

  

  

  

b479 Xmin 

Exp. Theor. Exp. Theor. 

< 1120 > 0.52 + 0.05 0.59 0.26 = 0.05 0.05 

< 1010 > 0.48 + 0.05 0.45 0.35 = 0.06 0.08 

(0001 ) 0.28 + 0.03 0.28 0.59 = 0.10 0.26       
  

The measured axial and planar angular scans for Hf and Pb 

are shown in Fig. 9, 10 and 11. The data are normalized such 

that the average value of the scattered yield off the channeling 

direction is unity. 

The good coincidence between the Hf and the Mg scans for 

the major directions (Fig. 9) indicate total occupancy of substitu- 

tional sites by the Hf atoms in the host lattice. 

This does not occur with the lead impurity (Fig. 10). Similar 

scans along the <1010> axial direction and the (1010) plane 
shown in Fig. 11 were also measured. These results indicate 

that only a fraction of about 50 % of lead impurity is substitutional 

in magnesium. The remaining fraction is probably randomly 

located in the oxide layer at the magnesium surface. 
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Fig. 10 — a) Angular scan curves along the <1120> axial direction 

for Pb in Mg. b) idem for the (0001) plane. 
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Completely different results were obtained for Au in Mg 

(Fig. 12). Small substitutionality was observed in the < 1120 > 

axial direction while almost complete substitutionality was 

observed along the (0001 ) plane. These results may indicate that 

gold is interstitially located in the magnesium lattice. 

1.24 a) x b) 

x 
xx xl x x x 

10 . a xX ies x a 

% oe XK We ay 
x * x * \ x / x 

0.8- t * x r eo xl @¢ 

: \ 
S * %&x y 0.6 - 

(0001) 

0.2-   <1120> Vy 

l 1 1 i n I n 

-1° 0 1° -1° 0 as @& 
  

Fig. 12—a) Angular scan curves along the <1120> axial direction 

for Au in Mg. b) idem for the (0001) plane ( « Mg; X Au). 

Fig. 13 shows preliminary results for the Tl impurity. The 

small substitutionality observed in the < 1120 > direction might 

indicate either that Tl is interstitially located in Mg or that during 

the implantation it segregates to the surface. 

Further measurements, will be done with better statistics and 

in other directions to improve the quality of these results. 

In order to test theoretical predictions [4, 5, 6] this work 

will be pursued using other impurities implated in Mg. Similar 

Portgal. Phys. — Vol. 14, fasc. 3-4, pp. 175-193, 1983 191 

 



  

M. R. pa SiLva et al — Lattice location of heavy ions implanted in magnesium 

measurements are also planned using higher implantation energies 
before and after annealing treatment of the samples. 
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Fig. 13 — Angular scan curve along <1120> axial direction for Tl in Mg. 
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ABSTRACT — Brown diamonds form an appreciable fraction of all natu- 

ral diamonds. This paper reports the first measurements of the decay times of 

luminescence from these diamonds. The red luminescence excited by visible 

light (~ 500 nm wavelength) has a decay time of 6 ns, almost independent 

of temperature over the range 80 <T<600 K. Yellow luminescence (caused 
by an emission band centred on 540 nm) has a decay time of 6 ns at low 

temperature, decreasing with increasing temperature as expected for a centre 

with a thermally activated nonradiative decay. Decay times are also reported 

for four zero-phonon lines observed in cathodoluminescence. The lines, at 
515.8, 500.2, 395.5 and 491 nm have decay times at 80 K of 32.5, 40, 45 
and 70 ns respectively. 

We also show that the red photoluminescence band may consist, depen- 
ding on the wavelength of the exciting light, of a series of overlapping vibro- 
nic bands which are very similar to each other. This implies the existence 
of a ‘family’ of closely related optical centres in these diamonds. 

1 — INTRODUCTION 

About 2 to 5 % of all gem-quality natural diamonds are brown 

in colour. Of these 1 to 50 % (depending on the geological source 

of the sample) emit yellow luminescence when excited by 

365 nm Hg radiation (Collins and Mohammed 1982). Despite their 

common occurrence and the ease with which they may be selected, 
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it is only recently that this class of diamonds has been subjected 

to spectroscopic studies (Collins and Mohammed 1982, Mohammed 

et al. 1982). It has been shown that the yellow luminescence arises 

partly from a vibronic band with its zero-phonon line at 455.5 nm 

(2.721 eV), and partly from a featureless underlying background 

(Collins and Mohammed 1982). The absorption spectra of these 

diamonds apparently always contain a broad absorption band 

peaking near 480 nm (2.6eV). Absorption of light in this band 

produces luminescence in the red part of the spectrum. 

The cathodoluminescence spectra of these diamonds are 

typically as shown in Fig. 1. The cathodoluminescence spectrum 

consists of a red band (very similar to the red photoluminescence 

band); luminescence in the yellow region (which is partly made 

up of the 455.5 nm (2.721 eV) band seen in photoluminescence, 

but with a strong underlying component); and luminescence 

peaking in the blue part of the spectrum near 430nm (2.9eV). 

Superimposed on this luminescence are many sharp zero-phonon 

lines, some of which are labelled A to J in figure 1. This complicated 

picture has been simplified slightly by recent studies of the effect 

of uniaxial stresses on the zero-phonon lines. It has been shown 

that the optical centres producing lines C, D and E at 467.9, 

459.2 and 451.1 nm (2.649, 2.699 and 2.748 eV ) respectively have 

rhombic I symmetry, and the centre producing the 2.721 eV line 

has monoclinic I symmetry; however, these four optical centres 

are only slightly modified versions of each other (Mohammed 

et al. 1982). Thus these four optical centres form a “family” of 

almost identical crystal defects. Similarly line H (386.9nm, 

3.204 eV) which occurs at a trigonal centre, line J (384.5 nm, 

3.224eV) which occurs at a monoclinic I centre, and line F 

(393.5 nm, 3.150eV), which occurs at a centre with unknown 

symmetry, are all produced by a second “family” of very similar 

optical centres (Mohammed et al. 1982). 

To date, luminescence decay times have not been reported 

for any of the optical transitions listed above. By luminescence 

decay time we mean the time taken for the luminescence to decay 

to 1/e of its original value, when the excitation source is switched 

off. The luminescence decay time is an extremely useful parameter, 

giving microscopic information about the optical transition. For 
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example, it is directly related to the matrix elements of the 

luminescence transition when there are no competing de-excitation 

mechanisms. Non-radiative de-excitation within the optical centre 

' by internal conversion may sometimes be detected from the 
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Fig. 1 — At left: Cathodoluminescence spectra of two yellow-photoluminescent 

brown diamonds, recorded at 77 K using an extended-red-response (RCA 

31034A) photomultiplier. The spectra have not been corrected for the wave- 

length-dependent response of the photomultiplier and spectrometer. 

At right: Detailed spectra of the I, J, H, F, G lines in two specimens at 80 K 

and in the same specimen at 35 K and 110 K. The braces link zero-phonon 

lines and assigned one-phonon sidebands with quanta of 54 meV. 

temperature dependence of the decay time, as at the ‘‘ N3”’ centre 

in diamond (Thomaz and Davies 1978), while non-radiative 

de-excitation involving energy transfer from the optical centre 

to another crystal defect may be identified by the specimen 

dependence of the decay time, as at the ““H3” centre in diamond 

(Crossfield et al. 1974). 
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The purpose of this paper is to report the luminescence decay 

times of some of the transitions observed in the yellow-luminescing 

brown diamonds. We will also show that the red luminescence 

can be composed of one band or several overlapping bands, 

depending on the energy of the exciting radiation. This occurs in 

a way consistent with there being another “family” of very similar 

optical centres in these brown diamonds. The experimental data 

are listed in $3, and briefly discussed in $4. We begin by describing 

the experimental techniques. 

2 — EXPERIMENTAL DETAILS 

Photoluminescence was excited by a high pressure xenon arc 

filtered by a Bausch and Lomb high intensity grating monochro- 

mator. Photoluminescence decay time measurements were made 

using the single photon statistical technique (see, for example, 

Birch and Imhof 1977). The flashlamp source was a free-running 

discharge in air at normal pressure or in nitrogen at 2 atmospheres 

(Thomaz and Barreto 1971), operating at 7kV at a frequency 

of ~ 10kHz. The band of excitation wavelengths was selected 

using a filter or the Bausch and Lomb monochromator and focussed 

on to the diamond. The luminescence was collected from the 

diamond and focussed through a filter on to the photocathode of 

the photomultiplier. An electrical signal derived from the spark, 

and the output from the photomultiplier, were connected respec- 

tively to the start and stop inputs of a time-to-amplitude converter, 

the output of which was fed to a multichannel analyser (Fig. 2). 

Provided that the count rate from the photomultiplier was kept 

below 100 s~! the data accumulated on the multichannel analyser 

correctly represented the build-up and decay of the luminescence 

from sample (Birch and Imhof 1977). 

Three different sample mounting arrangements enabled the 

decay time to be measured with the sample at ~ 77K, at a 

range of temperatures between 90 and 300K, or at a range of 

temperatures between 300 and 700 K. 

The cathodoluminescence equipment operated at 45 kV with 

beam currents of typically ~10,A. The electron beam was 
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focussed to a spot about 350m in diameter on to the diamond 

mounted at the end of a liquid nitrogen cold-finger. By applying 

pulses to parallel plates in the electron flight tube the beam could 

be deflected on or off the sample in about 1 ns. 
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Fig. 2 — Single-photon system block diagram. 

The luminescence from the sample was collected by a spherical 

mirror and focussed on to the entrance slit of a Spex 1500 mono- 

chromator. The photomultiplier used (I. T. T. type 4027) differed 

from a conventional tube in having a fine mesh grid structure 

immediately behind the photocathode. By applying a small bias 

potential to the so-called ‘gate’? the photomultiplier could be 

turned on or off, depending on the polarity of the bias. For time 

resolved spectroscopy the photomultiplier was pulsed on for a 

short time by a Tektronix type 111 pulse generator which was 

triggered by the pulse generator deflecting the electron beam 
(Fig. 3). The time interval between the excitation of the sample 

and switching on the photomultiplier could be varied, enabling 

spectra to be recorded at different delays. The normal practice 
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was to excite the sample for a period somewhat longer than the 

decay time of the luminescence system being measured, and to 
gate the photomultiplier on for a time period about half that of 

the decay time. Thus, for example, for a decay time of 20 ns the 
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Fig. 3— Time resolved spectroscopy system diagram. 

sample would be excited for 50 ns at a repetition rate of 30 kHz 

and the photomultiplier would be gated on for 10ns. In such a 
case the delay between excitation and gating the photomultiplier 

on would be varied in the range 0 to 100 ns. Pulse lengths and 

delays were all determined by standard lengths of coaxial cable. 

3 — EXPERIMENTAL DATA 

3.1— Red luminescence band 

Exciting the diamonds with light of 460 nm (2.69 eV ) produces 

luminescence as shown in Fig. 4a. This spectrum is similar to the 

  

Fig. 4— (facing page) — Photoluminescence spectra (uncorrected) of a brown 

diamond at 77 K using excitation light of: a) 460nm; b) 500 nm; c) 525nm 
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original report of the red luminescence by Collins and Mohammed 

(1982) who used exciting light of 489 nm (2.53 eV ). The energy 

spacing of the vibronic peaks in figure 4a corresponds to a phonon 

quantum of 31 meV. When exciting light of a longer wavelength 
is used, further features appear in the red spectral region 

(Fig. 4b, c). These features also form vibronic progressions with 

phonon energies of 31 meV, very similar to the simple spectrum 

obtained with excitation at 460 nm. The vibronic bands have their 

origins at the zero-phonon lines R (577.8 nm, 2.146 eV), 
S (581.0 nm, 2.134 eV ), T (574.8 nm, 2.157eV ) and U (572.1 nm, 
2.167 eV ). 
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Fig. 5— Decay times of the red photoluminescence as a function of tempe- 

rature (e refer to one brown diamond; x refer to another). 

Photoluminescence decay time measurements have been made 

with exciting light of 480 + 20nm, (2.58+0.leV) chosen to 

excite predominantly the simple vibronic band with the zero- 

phonon line R. The luminescence decreased, after spark excitation, 

with an accurately exponential time dependence. The decay time 

is 6ns at room temperature, and changes by less than 1 ns in 

the temperature range 80 to 600K (Fig. 5). The same result 

was obtained when we used exciting light of 500+10 nm 
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(2.48 + 0.05 eV ) and between 470 and 530 nm (Corning 5.61 and 

3.71 filters on the excitation). The decay time is consequently 

independent of the wavelength of the exciting light over the 

wavelength range 460 to 530 nm. The luminescence was detected 

through a Corning 2.61 filter (cut-off at ~ 600 nm), in all cases. 

Luminescence decay times have also been measured for the 

red luminescence band using cathodoluminescence, with the 

samples at liquid nitrogen temperature. The cathodoluminescence 

decay is nonexponential initially with a decay time of about 10 ns. 

However, about 10ns after the cessation of excitation, the 

luminescence decay slows to an approximate decay time of 25 ns. 

3.2 — Yellow luminescence band 

When the yellow luminescence is excited by relatively 

long-wavelength light (eg. 425+10nm, 2.92+0.07eV) the 

spectral distribution of the luminescence has the temperature 

dependence of Fig. 6. The luminescence mainly consists of one 
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Fig. 6 — Photoluminescence spectra for one brown diamond at three different 

temperatures and Nexe = 425 nm 
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band centred on 540 nm (2.30 eV ), and the intensity of this band 

decreases with increasing temperature. When shorter wavelength 

exciting light is used (e.g. at 325nm, 3.81 eV) the 540 nm band 

is seen together with a band near 460 nm, 2.70 eV (Fig. 7). The 

460 nm band increases in absolute intensity as the temperature 

increases. 
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Fig. 7— Photoluminescence spectra for one brown diamond at three different 

temperatures and using Nexe = 325 nm 

With 400+ 20nm (3.10+0.16eV) exciting light and a 

Corning 3.70 filter (cut-off at ~ 500nm) on the emission side 

one single exponential decay is obtained with a decay time of 

5.8 + 0.2 ns at room temperature: this presumably is the decay 

time of the 2.721 eV system. Excitation at 400 nm creates the 

yellow luminescence most efficiently and the red luminescence is 

absent. 

When shorter wavelength excitation is used (with the exciting 

light filtered by Chance 0X7 and 0B10 filters to pass light of 

330-420 nm) and the luminescence is detected through a Corning 

3.70 filter (cut-off at ~500nm) non-exponential decay curves 

are obtained. These curves were fitted numerically to the sum of 

two. exponentials. One has a decay time of 5.8ns at room 

temperature, decreasing with increasing temperature above 350 K 
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(Fig. 8): this is presumably the decay time of the 2.721 eV system. 

The second decay time is longer and shows no significant variation 

with temperature. This component is a weak contributor to the 

luminescence, giving approximately 15% of the emission imme- 

diately after excitation, and so its decay time is very uncertain 
(18+ 4ns). 
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Fig. 8— Decay times of yellow photoluminescence as a function of tempe- 

rature. (e, A and x refer to three different brown diamonds). The curve drawn 

through the points of the faster component obeys the equation of section 4. 

A third much longer-lived component is also observed using 

the same excitation conditions, confirming the suggestion (Collins 

and Mohammed 1982) that the yellow luminescence band is complex 

(several zero-phonon lines are observed over the band as the S1 

system, the 440.2 nm, 489 nm, 496.6 nm, 518 nm, 523.2 nm, 524.2 nm 
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and N3 ). The intensity of this slow component increases as the 

specimen temperature increases but is always less than 3 % of 

the emission immediately after excitation. It corresponds presu- 

mably to the 460nm band whose absolute intensity increases 

with temperature as shown in Fig. 7. 

Measurements have also been made of the decay times of 

some of the many sharp lines observed in the cathodoluminescence 

of these brown diamonds (§1). The decay times for lines 

A (2.403 eV, 515.8nm), B (2.478eV, 500.2nm), F (3.150 eV, 

393.5 nm) and another zero-phonon line at 491 nm (2.526 eV ) 

as measured at liquid nitrogen temperature are 32.5, 40, 45 and 

70 ns respectively (with an uncertainty of about + 5%) as shown 

in Figs. 9 and 10. 

  

   
      

  

2.478 eV 6-=40.0 ns 
% 

    
ot i; -] = 

ae 
= 
= 

ie) 
S 

o 
9 “2 2.403eV 62325 ns 

g 
f 
= 

si 

-3 l 1 N | | | I I I 
0 20 40 60 80 10€ 

Time (nanoseconds ) 

Fig. 9 — Cathodoluminescence decay curves of A line (2.403 eV) and B line 

(2.478 eV) at liquid nitrogen temperature. 
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Fig. 10 — Cathodoluminescence decay curves of F line (3.150 eV) and the 

491 nm line (2.526 eV) at liquid nitrogen temperature. (Symbols o and x refer 

to the same brown diamond and 4 refers to a different diamond). 

4 — DISCUSSION 

The red luminescence band, excited by 460 nm (2.7 eV ) light 

appears to consist of a single vibronic band with its zero-phonon 

line at 2.146 eV (R of Fig. 4a). The vibronic progression involves 

phonons of 31 meV (well away from any critical point in the 

phonon dispersion curves of diamond (Zdetsis 1979)). The 

Huang-Rhys factor of the band, at low temperatures, is of the 

order of 10. (We are currently investigating the electron-phonon 

coupling of this band in more detail). When the excitation light is 

changed to 525 nm (2.362 eV ) many other transitions are excited 

(Fig. 4c), with similar phonon energies and Huang-Rhys factors. 

In particular vibronic bands with zero-phonon lines W (2.051 eV ) 

and V (2.082 eV ) are excited ($3.1). As these changes occur, the 
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luminescence decay times are little changed ($3.1). Evidently the 

red spectral region contains many similar vibronic bands, derived 

from another “family” of similar optical centres in these diamonds. 
Closely related optical centres are common in diamond — in 
addition to those occurring in brown diamond ($1) there are also 
several similar radiation damage centres (de Sa and Davies 1977). 

In Fig. 8 we showed that the decay time of the photolumines- 

cence band centred on 540nm (zero-phonon energy 2.721 eV ) 

decreases with increasing temperature. This decrease, and the loss 

of luminescence intensity with increasing temperature (Figs. 6 

and 7), are consistent with a thermally activated non-radiative 

decay, internally at the optical centre, to another energy level. 

This process may be described by the well-known single vibrational 

coordinate model (Freed and Jortner 1970): 

rt — 751 = C(kT*)~'/? coth (ho/2kT ) exp (— AE/kT* ) 

The line on Fig. 8 shows a fit of this equation to the experimental 

data with the parameters ho =: 34meV, C = 2.0 ns~! meV?/”?, and 

AE = 127 meV. T* is the effective temperature defined by 

kT* = (ho/2) coth (#o/2kT ) 

and 7,, the decay time at 0K, was assumed to be 6.0 ns. We note 

the similarity of the value of fw with the quantum observed in 
the luminescence spectrum. 

In §3.2 we reported the decay times of four zero-phonon lines 

observed in cathodoluminescence in the brown diamonds. The 

values obtained are several tens of nanoseconds, typical for 

electric dipole optical transitions in diamond (Crossfield et al. 1974, 

Thomaz and Davies 1978). The decay times for these zero-phonon 

lines have not been reported before, except for a measurement 

of the 491 nm (2.526 eV) line by Crossfield (1981). He reported 

that the decay was not exponential, in contrast to the result 
reported here (§3.2). However, the conditions used by Crossfield 

were inappropriate to determine the decay time of this line. In his 

diamonds the 491 nm line was a very minor feature superimposed 

on the blue “band A”’ donor-acceptor pair recombination. The latter 

system has a fast decay time ( ~ 8 ns ) and by exciting his samples 

for 20 us and looking at the luminescence after a delay of 500 ns 
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Crossfield was able to obtain a spectrum in which the 491 nm 

system was the dominant emission. For longer delays (up to 100 ys) 

the intensity of the 491 nm system decayed in a nonexponential 

fashion. The behaviour at such long delays is probably determined 

by other processes in the diamond, rather than by the lifetime 

of the centre itself. In contrast our measurements have been made 

on diamonds in which the 491 nm luminescence was the dominant 

emission and the exponential decay with a time constant of 70 ns 

is characteristic of the centre itself. Collins and Woods (1982) 

have shown that the 491 nm emission is associated with a defect 

which has decorated dislocations in the diamonds. 

5 — SUMMARY 

Brown diamonds with yellow photoluminescence (under 

365 nm Hg excitation) form an appreciable fraction of total natural 

diamond production. In this paper we have presented the pre- 

liminary results of a systematic investigation of the luminescence 

transitions observed in this class of diamonds. The photolumi- 

nescence in broad outline has the form of bands centred at 550 nm 

(yellow luminescence) and at 650 nm (red luminescence). 

The decay time for the red luminescence band is 6.0 + 0.2 ns 

at room temperature and does not vary significantly as the 

temperature is changed in the range 80K—600K. The decay 

time is also independent of the exciting wavelength, even though 

different vibronic bands are then excited (§3.1). 

The decay curves for the yellow luminescence band can be 

resolved into a fast component and a slower component. The fast 

component is shown to be temperature dependent, becoming faster 

as the temperature is increased. The fast decay time constant 
(5.8 + 0.2 ns ) is assigned to the 455.5 nm, 2.721 eV luminescence 

system (§3.2). 

We have also measured the decay times of some of the many 

sharp zero-phonon lines observed in the cathodoluminescence 

spectra of the brown diamonds, obtaining values of the order of 

tens of nanoseconds (§3.2) as expected for electric dipole 

transitions in diamond. 

Further work is in progress on the vibronic properties of these 

bands and on the temperature dependence of the decay times. 
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ABSTRACT — 1-12 — benzperylene shows fluorescence occurring at ener- 

gies above the S, — S, transition, that is shown to come from four mainly 

thermally populated vibronic states, being identified the antisymmetrical 

modes active in the mixing between S, and S,. The rate of vibrational redis- 
tribution of the vibronic states energies is shown to be much smaller than the 

usual rates of pure vibrational states. The intensity of the vibronic bands can 

be accounted for considering the breakdown of Born — Oppenheimer approxi- 

mation, using some simplifying assumptions. 

1 — INTRODUCTION 

Apart from azulene, that shows fluorescence from the second 
excited state (S,) due to a rather unusual large energy gap 
between the first excited state (S,) and S., and has been studied 
in detail [1], most aromatic hydrocarbon molecules show fluores- 
cence originating only in S,, irrespective of the state reached in 

excitation. This fact, known as Kasha’s rule [2], is due to a very 

fast internal conversicn between excited states, and is verified 

both in solution and in the gas phase, even when, in the latter 

instance, the molecules can be considered as isolated during the 

lifetime of the excited state. 

Using more sensitive spectrometers, it has been possible to 
see that several other molecules show “anomalous” fluorescence 

from states with energy above S,, as pyrene and 3-4 - benzpy- 
rene [3]. This class of molecules has in common a rather small 
energy gap between S, and S, (typically 1000-3000 cm~:) and 
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also the fact that while the transition from the ground state CSo:) 
to S. is strongly allowed, the transition S,—S, is weak, being 
usually symmetry forbidden. A review of molecules in this class 
can be found in the literature [4]. 

Whilst in these molecules absorption to S., being allowed, 
can be considered as a pure electronic transition, with a vibrational 
progression due to the different equilibrium coordinate of a 
symmetrical vibrational mode (in aromatic hydrocarbons usually 
the C-C stretching mode at 1400 cm~') absorption to S, is 
dominated by vibronic peaks, occurring at energies above the 
So > S; energy gap equal to the energy of an antisymmetrical 
vibrational mode (/o, ). These peaks have been explained by 
Herzberg and Teller [5] as a departure from the Condon approxi- 
mation, due to a mixing of S, and S. with the assistance of that 
mode. Within this model absorption will take place from S, to a 

state with energy iw, above S,, while normal fluorescence will 
occur between S, and a state with energy S, + ho, . Mirror image 
relationship holds, too. However some molecules do not show 
this relationship, as pyrene [6], which can be only accounted for 
by assuming a departure from Born- Oppenheimer approxima- 

tion [6, 7]. 

Although “anomalous” fluorescence had been formerly 

assigned to S, > S, transitions as in 1-12 - benzperylene [8], the 

fact that it is not a mirror image of S, — S, absorption, (as might 

be expected since this is an allowed transition), together with 

the different behaviour with respect to temperature (shift and 

intensity) revealed that it indeed occurs from those vibronic states 

of S, where to absorption from S, occurs [9, 10]. This fluorescence 

is therefore known as “hot” fluorescence. When the first absorption 

band is hidden under the second, “hot” fluorescence can be 

recognized as it occurs at an energy /w, above the S, > S, energy 
gap exactly equal to the energy below S, — S, at which ‘‘normal”’ 

fluorescence from a vibronic peak occurs. 

“Hot” fluorescence gives, therefore, important information 

regarding radiationless processes in excited molecules and the 

nature of vibronic states. Using two-photon spectroscopy the mode 

selectivity in radiationless relaxation has been shown [11]. Most 
of the work has been carried in the gas phase where the molecule 

can be considered as isolated during the lifetime of the excited 
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state; however the condensed phase spectra give information 

about the mechanism of vibronic mixing. 

In the present work a study of the fluorescence of 1-12 - benz- 

perylene in solution is made and the analysis of spectra at 77K 

and 293K provides an estimate of the rates of vibrational 

redistribution of the energy of the mixing modes, being shown 

to be rather slower than for pure vibrational states. From the 

ratio of intensities of “hot’’ and the corresponding ‘normal’ peaks 

it can be shown that Herzberg - Teller treatment cannot be used 

and an alternative model, taking into account the departure from 

Born - Oppenheimer approximation is used, under some simplifying 

assumptions that allow numerical estimates. 

2 — EXPERIMENTAL RESULTS 

A solution of 5 x 10~°M of 1-12 - benzperylene in 3 - methyl- 

pentane was used to study the fluorescence: it was excited at 

27.400 cm-! by a Xe lamp whose light was dispersed by a 

Hilger - Watts monochromator; it was viewed at right angles, 

through a Hilger - Watts single monochromator, blazed at 500 nm, 

by an EMI AVP 56 fast rise time photomultiplier. The detection 

was made by a Brookdeal lock-in amplifier, and corrected for 

fluctuations in the lamp by sending the signal as numerator in 

a home built ratiometer, the denominator originating in a small 

fraction of the light incident on the sample, converted into a fixed 

wavelength by means of a standard solution of Rhodamine - B. The 

spectra were further corrected for the wavelength dependent 

response of the monochromator and photomultiplier. 

Corrected fluorescence spectra of 1-12-benzperylene are 

shown in Fig. 1 and 2 (77K and room temperature). It is only 

on higher gain that at 77K a very low intensity fluorescence is 

observed at energies above the S, > S, transition. At room tempera- 

ture it becomes much stronger, in accordance with former results [8]. 

From the 77K spectrum an analysis was made assuming a 

gaussian shape for each peak with a half width of 120cm~?. As 

anomalous fluorescence is practically absent, this spectrum gives 

the structure of the normal fluorescence band. 

Besides the S, > S, transition (24.700 cm~') there are four 

vibronic bands occurring at energies 260 cm~' (B ), 530cm71(C), 
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800cm~1 (D) and 1060cm~! (E) below S, >S,. The infrared 

spectrum shows peaks at energies close to the energies of these 

modes. A 4.2K spectrum [12], also points to the existence of 

vibronic bands with energies close to these ones, clearly originating 

in non-symmetrical modes. All of these peaks show the 

characteristic 1400 cm: progression. It can be noted that the 

relative intensity of the last term of the symmetrical progression 

to that of the origin is higher for the pure electronic transition 

than for the vibronic bands, which can be due to a mixing of 

S, with S,;, as the symmetries of these states allow a mixing 

with the assistance of a symmetrical mode. 
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X10°%m-1     

Fig. 1 — Emission spectrum (corrected) of 1-12 Benzperylene at 77 K. The lines 

show the location and relative intensity of the transitions referred in the 

text. A’, B’, C’, D’, E’ are the 1400 cm— progression of A, B, C, D, E. 

A similar analysis of the room temperature spectrum with a 

gaussian half-width of 240cm~! shows, together with a very 

similar behaviour of the “normal” fluorescence, the increase in the 

“anomalous” fluorescence, peaks being detected at energies 

260 cm! (B*), 530 cm—! (C*), 800 cm~? (D*) and 1060 cm™~ (E*) 

above S, >S,, each one being origin of 1400cm™! vibrational 
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Fig. 2— Emission spectrum (corrected) of 1-12 Benzperylene at 293 K. A) Da- 

shed curve — “hot” fluorescence spectrum. B) Detail of the higher energy 

part of the spectrum, with relative intensities of “hot” and normal transitions. 
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progressions. A summary of the results is shown in Table 1. 

Assuming also that the vibrational progressions of the “hot’’ bands 

are similar to those of the corresponding “normal” bands, an 

estimate of the whole “hot” fluorescence can be made (Fig. 2A, 
dashed line). 

TABLE 1 

  

  

Energy |24.700 | 24.700 |24.700 |24.700 |24.700 |24.700 |24.700|24.700 |24.700| 26.120 

(cm?) |(S,-S,)) - 260] + 260] - 530} + 530] - 800|+ 800] - 1060|+ 1060((S,-S,) 

  

Inten 77 Kj 10.0 5.3 — | 188 — | 263) — | 180) — _ 

-sity 
  

293 K} 10.0 | 6.1 2.7 | 18.7 | 6.6 | 26.0 | 3.5 | 185] 2.0 | 0.5                       

3 — DISCUSSION 

The states B*, C*, D* and E* are mainly thermally populated, 

the contribution of S, > S, emission (F) being weak enough, at 

all temperatures, to be neglected in our analysis. In a former 

work [8], an activation energy of 690cm~! was found, but no 
attempt was made to distinguish between the behaviour of the 
different modes. 

The 77K spectrum allows us to estimate the fluorescence 

originating in states reached directly after excitation, since at this 

temperature, for instance, only 4.5 <x 10-° of the molecules in 

S, will have an energy 530 cm~ above S,, by thermal population. 

On the other hand, the room. temperature spectrum shows mainly 

the contribution of thermally populated states. 

3.1— Rate of vibrational redistribution of energy 

of the “hot” states 

The almost absence of S,-—S, fluorescence clearly shows 

that the rate of internal conversion from S, to S, is much faster 
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than the rate of fluorescence from S, ; therefore internal conversion 

can be regarded as an irreversible process. 

In this instance, after internal conversion a very fast energy 

loss to the solvent takes place and the molecule ends up in a 

vibronic state. In Fig. 3 the processes originating in this vibronic 

  

  

  

  

          
  

So 

* 

Ke Key 

t 

SF ta m 
Aws Ad So 

yy Ja So 

Fig. 3— Schematic diagram of processes taking place after excitation. 

(Aw, = 1400 cm—?). 

state are indicated. It is known that the rates of fluorescence 
from S,(kK,), of intersystem crossing (kjg.) and _ internal 

conversion to S,(ky,) are temperature independent [13]. 

Assuming they are of the same order of magnitude for “hot” and 

“normal” states, under steady state conditions a relationship 

between concentrations of S, and S* can be found, from which 

a ratio of “hot” (¢*) and “normal” (¢) fluorescence can be 

obtained: 

o* / & = (Ky* / Ky) ky / ky + (Kn* / Kp). 77+ ky (1) 

with + =(Kp + Kygco + Kye )* 
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From the previous discussion, it can be seen that the first term 

on the right hand side of (1) dominates at room temperature 

while the second dominates at 77K. The rate k_, as thermal 

activation originates in interaction with the solvent, must be 

temperature dependent; therefore: 

k_,/k, = exp(- ho /kT) 

Due to the low intensity of fluorescence from the states with 

energy 260cm~* and 1060cm~ above S,, only the other two 

will be considered. 

The calculated values are presented in Table 2, using 

7™= 1,2 x 1077 s [8]. 

  

  

  

TABLE 2 

Origin of Band | (¢*/ ¢) 293K a Pag! O29 k (8-1) 

c* 0.1 1.3 3 x 10-3 2 x 10° 

D* 0.03 1.5 15 xX 10-3 6.5 X 109       
  

The vibronic character of the “hot” states is clearly apparent 

from the slow rate of redistribution of the vibrational energy of 

the active modes, when compared with the same rate of a pure 

vibrational mode in solution (of the order of 10 s~'). 

3.2 — Comparison between intensity of ‘hot’ and ‘normal’ 

peaks and theoretical calculations 

It is possible to calculate the ratio of Einstein’s B coefficients 

for “hot” and corresponding “normal” peaks directly from the 

experimental values of peak intensities at room temperature. As at 

this temperature the “hot” state is dominantly thermally populated, 

and under the assumption that the rates of intersystem crossing 

and internal conversion from the “‘hot’’ states are of similar order 
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of magnitude as from “normal’’ states, the ratio B* / B ( “hot” / 

“normal” ) will be: 

E, — ho 

E, + ho 
    BY /B=(I*/1) ( ) exp (ho / kT) 

The results obtained from the measured intensities are pre- 

sented in Table 3. They clearly deviate from the Herzberg - Teller 

model, that predicts a ratio of 1 for the two corresponding peaks. 

  

  

  

TABLE 3 

fiw 260 530 800 1060 

B*/B Exp. results 1.5 4.1 5.5 16.6 

B*/B Calculated 2.) 4.8 12.8 46.9   
  

This clearly points to the fact that electrons do not follow 

instantaneously the nuclear motion, and a _ breakdown of 

Born - Oppenheimer approximation has to be taken into account. 

In the present calculation, based on previous results [6], a 

simpler model is used, with the following simplifying assumptions: 

I — Interactions occur only between S, and S., S.—S, 

being symmetry allowed and S, > S, symmetry forbidden. 

II — The vibrational modes of the molecules behave like 
harmonic oscillators, with the same frequencies in S, , S, 

and S,. 

III — Only one symmetrical mode shows transitions from S, to 

S, and S,. 

IV — The translation of this mode is the same in S, and S,. 

V — The modes active in the mixing are uncoupled, with 

coordinate Q, , wave function %, and energies ho, . 

The operator that accounts for the breakdown of the 

Born - Oppenheimer approximation mixes S, and S., one state 

Portgal. Phys. — Vol. 14, fasc. 3-4, pp. 211-222, 1983 219



  

M. E. PEREIRA— Fluorescence from vibronic states of 1-12-Benzperylene 

with the vibrational active mode in its ground level and the other 

in the first excited state, due to the term of the breakdown 
operator 9/)Q, that acts on %, [6]. 

Labelling the unperturbed wave function (adiabatic Born - 

Oppenheimer) with two indexes, the first referring to the electronic 

part and the second to the vibrational part of the wave function, 

the mixing occurs between y,,, and y,. in absorption or “hot” 

emission, and between y,,. and y.,, in “normal” fluorescence. 

Therefore the mixing states are separated by E, ~E, — ha, 

and E,—E, + ho, respectively. 

Because it is only the S, character of the vibronic states that 

accounts for the transition dipole moment between those states 

and S,, their ratio will be: 

My +1 / Mi +o = (E,—E,—ho,) /(E,—E, + ho, ) 

and therefore: 

B* /B = [(E,—E,—4a,) / (EB, 74a) P (2) 

Equation (2) provides a straightforward means of calculating 

the ratio B* /B for the different vibronic states. The results are 

shown in Table 3. 

The agreement with experiment is fair in the lower energy 

states, but deviates for the other two. 

Some causes may account for this fact: If hypothesis IV is 
not satisfied, that is, if the translation of the symmetrical mode 

is not the same for S, and S, then a mixing of S, with S, with 

the 1400 cm: mode in its first excited level is possible, as the 

vibrational wave functions of this mode in the two states will 

no longer belong to the same orthonormal set. This effect will 

be larger for the higher energy mixing modes as the ratio will 

now be given by (E, + 1400) —E, + ho, . 
However to get agreement with experiment it would have 

to be assumed a larger contribution of this term than the previously 

considered one, which is unlikely as the symmetrical progressions 

do not differ much for S, > S, absorption and S,— S, vibronic 

emission. 

Another reason for the experimental ratios being smaller than 

the theoretical ones can be the fact that S,—S, is not totally 
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forbidden as assumed in I. Therefore some of the molecules in a 

vibronic state (St) can decay to a ground state with the mixing 

mode in its first excited level, that is, at an energy corresponding 

to the A transition. This accounts for a decreased intensity in 

the “hot” fluorescence from the vibronic states. The weaker the 

vibronic mixing, the more pronounced is this effect on the measured 
ratios. 

The spectrum however shows that the 800 cm~' mode is the 

one that gives the higher intensity of fluorescence so the mixing 

is strong, for this mode. Obviously this effect can not account 
for the results. 

On the other hand the experimental values of the ratios for 

the B coefficients from spectra in the gas phase [14] are closer 

to the calculated ratios. 

It seems more likely that the ratio of intersystem crossing 

from the higher vibronic states is larger than for the other states. 

This will be possible if there is a triplet state close in energy 

with E, + 800cm™~?, to which intersystem crossing is possible, 

likely T, (E, + 800cm~! and E, + 1060 cm~: are 620cm~! and 

360 cm™~', respectively, below S.). In the gas phase the energy 

gap between S, and S, is larger, and so the vibronic levels will 

be all below T. ; so the rate of intersystem crossing will be again 

of similar order of magnitude for all states, and so the experimental 

results are again closer to the theoretical values. 

4 — SUMMARY 

1-12 benzperylene is a molecule with an electronic structure 

that renders “hot” fluorescence a likely process. The analysis of 

the fluorescence spectrum both at room temperature and at 77K 

(therefore in condensed phase) makes it possible to estimate the 

rate of vibrational redistribution of the energy of the vibronic 

states, that are rather larger than usually found for vibrational 
modes. Although the first absorption band is hidden under the 

second it can be shown from the ratio of intensities of “hot”? and 

“normal” corresponding peaks, that the Born - Oppenheimer 

approximation does not hold. A perturbation method based on the 

departure from this approximation gives ratios in fair agreement 

with experiment. 
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NONRADIATIVE RATES OF SINGLE VIBRONIC LEVELS 

IN BENZENE SINGLET STATE 

S. J. FORMOSINHO and A. M. DA SILVA 

Departamento de Quimica, Universidade de Coimbra, 3000 Coimbra, Portugal 

(Received 3 October 1983) 

ABSTRACT —A tunnel effect theory is applied to the calculation of the 

rate constants for internal conversion S, ~> S, and intersystem crossing S, ~ T, 

of single vibronic singlet levels of C,H,. Coupling between the optically excited 

modes and the accepting CH modes was considered in terms of relative CH 

bond displacements. Within this model good agreement with experimental 

data was found. The dependence of the calculated internal conversion rates 

and the fluorescence lifetimes on the excess vibrational energy of the excited 

state supports the view that S,~> S, via direct population of CH modes or 

of CC modes is responsible for channel 3. 

1 — INTRODUCTION 

Extensive calculations of the nonradiative rates of single 

vibronic levels (s.v.1.) of benzene S, state have been presented 

in the literature [1-4], owing to their relevance to the theories 

of radiationless transitions in large molecules. Freed and 

coworkers [1,2] have employed a molecular compound state 

formalism and have essentially calculated the relative nonradiative 

rates as a function of vibrational energy. The rate of nonradiative 

transition between two single vibronic levels, s and 1, for a state s 

in a vibrational level { n,}, is given by 

ky (m,) = (22/h)|Cg|? = | <m,|n, >|? I[AE, (4m, +) J 
jn} axk 

where {m, } are the possible sets of final levels, I(AE) is a 
density of states weighted Franck-Condon factor and C is the 
matrix element for the promoting mode k. Since only relative 

rates for the S,~ T, transition were calculated the matrix 
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element C§ was not determined [1]. However the experimental 
results show that intersystem crossing (is.c.) is not the only 
important channel of decay in the isolated molecules, but that 
there is also an internal conversion (i.c.) to the ground 
state, S,~ S,, even from the lowest excited vibronic levels [5]. 
Estimations of the matrix elements for the S, ~.T, and S, ~ S, 
transitions by Freed et al. [2] gave absolute rates two orders of 
magnitude smaller for i.s.c. and ten orders of magnitude smaller 
for the i.c. process. Therefore, although the theory has been able 
to estimate relative rates in good agreement with experiment, it 
has not been able to reproduce absolute rates and treat properly 
i.c. and i.s.c. in benzene S, state. 

We have employed a tunnelling formalism [3,4] for such 
calculations. However only the effect of excess vibrational energy 
was considered and there was no attempt to treat the nonradiative 
rates of selected s.v.l.. Here we intend to extend such studies to 
calculate nonradiative rates of ic. and i.s.c. in selected s.v.l. 

in C;H,, by employing a tunnel effect theory. Recently Jortner 

and Ulstrup [6] have shown that for nonradiative transitions of a 

large electronic energy-gap the molecular compound state theories 

can be reduced to the tunnel effect formalism for the Franck- 

Condon factors and the preexponential factor is given by 

2|Ck|?h~1v, where v is the frequency of an effective vibrational 
mode. Nevertheless since the multiphonon nonadiabatic transition 

theories of Jortner and Freed provide underestimates of absolute 
rates in spite of extensive and difficult calculations of the matrix 

elements, we will employ the tunnel effect theory in its complete 
formalism. 

2-— TUNNEL EFFECT FORMALISM 

The tunnel effect theory for radiationless transitions has been 

extensively described [3,7]. Consequently here we will only 

present the formalism employed in the present calculations. In 

spite of the fact that benzene S, state, at low pressures 

(~ 0.1 Torr), is in a pseudostatistical situation with respect to 

i.s.c. [5,8], theory shows that in a large isolated molecule the 

average singlet decay is exponential and pressure independent [9]. 

Therefore the nonradiative rates can be estimated as it were 
for a statistical case in i.s.c. and i.c.. 
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Of all the vibrational modes of an aromatic molecule the CH 

modes are the ones of the smallest reduced mass and consequently 

are the ones that provide the highest tunnelling rates for weakly 

displaced oscillators. In a previous study we have considered that 

the excess of vibrational energy in benzene was redistributed 

statistically between all the vibrational modes. The effect of 

vibrational energies in the nonradiative rates was a consequence 

of the population of the CH modes in high vibrational levels. 

Such an approach is adequate when intramolecular vibrational 

relaxation is a process faster than the radiative and nonradiative 

transitions. However in an isolated molecule such as S, benzene 

such approach is no longer valid. Therefore, except where 

otherwise stated, we have considered the CH modes with zero 

point energy, since no direct excitation of the CH modes was 

experimentally achieved. The effect of the vibrational excitation 

of other vibrational modes on the CH modes was considered by 

studying the coupling of these modes with the CC modes. The 

displacement of the C atom during a CC stretching in the S, state 

leads to a change of equilibrium position of the CH bond in the 

excited state, with respect to the equilibrium position of the CC 

and the CH modes in the final state. Such a change of the relative 

equilibrium position can decrease the barrier width for tunnelling 

and consequently increase the rates of radiationless transitions. 

Thus the increase of vibrational energy in a CC mode is translated 

in a displacement of the potential energy curves of the CH modes. 

In the present calculation all the vibrational modes were 

taken as anharmonic. The potential curves were considered as 

Morse curves 

V(x) =D, (1-e-8)? (a) 

where V(x) is the potential energy for a bond extension or 

contraction, x. The effective potential energy curve for n identical 

oscillators [7] is considered for coordinates of a symmetric motion 

and therefore 8 = n‘/* 1.2177 X 107 » Vu/D, where o is the 
frequency of the oscillator, , its reduced mass and D, the disso- 

ciation energy. The relative displacement for the origin of the 

effective potential energy for n oscillators is given by [10] 

R = [2% (4r,)?]*” (2) 
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where Ar, is the change in bond length between the initial and 
the final electronic states. 

The nonradiative transitions are considered to occur via a 

quantum mechanical tunnelling of oscillators through an energy 

barrier of the effective potential energy curves in two electronic 

states. If reflections are ignored and within the WKB approxima- 

tion, the rate of tunnelling of a particle through a potential energy 

barrier [3] is given by 

k,, = 4fo[(D—E,) E,/ D*]*”*. 

(3) 
dep pts 

exp] — =a 2u [D,(1—e-B(*®))? + AE—D, (1—e7 BX)? ]*/? dx 

f is a forbidden factor which has an electronic (and vibronic) 

nature and is treated as an empirical parameter. The rates k,, are 
estimated for the CH stretches which are the ones of highest 

frequencies and lowest reduced masses, and consequently are the 

modes which have the largest Franck-Condon factors. In eqn (3) D 

is the energy of the crossing point of the potential energy curves 

involved in the transition, E, the vibrational energy and AE the 
difference in electronic energy between the two states; x, is the 

coordinate of the turning point in the final state, isoenergetic 

with the initial vibronic state and x, is equal to R plus the relative 

change of origin due the coupling of the CH and CC modes. Such 

a coupling depends on the nature of the CC modes of vibration. 

For the C stretch 1 mode the change in the CC bond length at 

the turning points of vibration is added completely to R( CH) 

since both stretches are colinear; for the 6 and 16 modes the change 

in length of the projection along the CH directions was considered. 

The relevant parameter for the i.c. S; ~ S, and S, ~ T, transi- 

tions are Arg;; = 0.0014 nm for S, ~ S, [11] and Ary, = 0.0004 nm 
for S, ~ T, [12] and according to eqn (2) for 6 oscillators 

Rg ~ss, = 0.00343 nm, Rg ~, 7, == 0.00098 nm . 

The electronic energies are Es = 38200 cm~' and Ey = 29000 cm™. 

The characteristics of the potential curves for i.c. and i.s.c. gave 

higher rates for the transitions on the repulsive part of the 

potential energy curves. 
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As we have previously stated the forbidden factors are 

treated as empirical parameters. They reflect the role of the 

promoting modes which are difficult to assess in a quantitative 

manner [1, 13]. Heller et al. [1] consider that the population of 

a promoting mode effectively reduces the true energy gap for the 

nonradiative transition increasing the nonradiative rate and 

tentatively they consider a reduction of 1500 cm~!. However by 

the same reasoning the maximum Franck-Condon factor for the 

accepting modes would have been obtained with a large population 

of the promoting modes which reduces the effective energy gap 

to zero. However in their own way the promoting modes have 

Franck-Condon restrictions. Therefore we will not consider any 

reduction in the effective energy gap for the electronic transition 

between the different electronic states since the role of the 

promoting modes is treated empirically by a forbidden factor. 

For i.s.c. processes between z,7* states in aromatic molecules 

the spin forbidden factor is typically of the order of 10~°-10~°, 

as revealed by the phosphorescence and absorption spectra [14]. 

For i.c. process the forbidden factor can only arise by symmetry 

considerations and is generally very weak (ca. 1071 ). Nevertheless 

symmetry does not seem to play any significant role in nonradiative 

internal conversion processes [15]. The forbidden factors were 

estimated such that the i.s.c. and ic. rates, together with the 

radiative rate constant 2.2 x 10°s~! [16], reproduce the triplet 

(op = 0.70) and i.c. (¢;, = 0.08 ) quantum yields, from the lowest 
vibrational level in S, [5] and its nonradiative rates [16]. 

The forbidden factors were for the zero level f,, = 0.57, 
fi5¢ = 0.82 x 10-°. A set of data was calculated for all the 
other s.v.l. with the same value of f,,. and for f,,—0.57 and 
f;,. = 10. 

3— RESULTS AND DISCUSSION 

Table 1 presents the results of the calculations which reveal 

that a tunnel effect formalism is able to give a fair account 

(within ca 20% error) of the absolute rates of the nonradiative 

transitions in C,H, in terms of i.c. and i.s.c.. Depending on the 

nature of the populated modes the best agreement is obtained 

with f,, = 0.57 (modes 6™ and 6™ 1") and with no forbidden 
factor for the 1" and 1" 16? modes. Comparison between this 
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TABLE 1—Nonradiative Rates of Single Vibronic Levels in Benzene S, State. 

  

  
  

  

  

Energy Ke ae? Bog ares 

Levels | re Ki, 4 (108 89) Cale, 
(em—*)| f, = 0.57] f£, = 1.0 

we we f, =057| f£. =10 ope ie 
1¢ 1c 

0 0 0.8 — 7.0 78 — 78 

61 521 1.6 2.8 Li 9.3* 10.5 9.3 

62 1042 82 5.6 8.4 11.6* 14.0 9.9 

j1 923 1.4 2.4 td 9.1 10.1* 9.5 

12 1846 2:2 3.9 8.4 10.6 12.5* 13.5 

13 2769 3.8 6.6 9.2 13.0 15.8* 18.9 

6111 1444 2.7 4.7 8.4 11,1* 13.1 11.1 

6211 1965 5.4 9.6 9.2 14.6* 18.8 12.8 

6112 2367 4.5 7.9 9.2 13.7% 17.1 15.2 

6212 2888 8.8 15.5 10.2 19.0* 25.7 20.8 

61161 764 1.7 3.1 ve 9.4 10.7 9.6 

61162 1007 1.9 33 Tl 9.6 11.0 11.6 

6111161] 1687 2.8 5.0 8.4 11.2 13.4* 1337 

6111162} 1930 3.1 5.5 8.5 11.5 14.0* 16.4 

6112161] 2610 48 8.5 9.2 14.0 17.7" 21.7 

6118 3290 16.6 29.0 11.0 27.6 40.0 _—                 

* Values closer to experimental data. 

calculation and previous approaches [1,2] is not valid, because 

the other models were adjusted to reproduce relative rates in 

terms only of S, ~ T, is.c.. However we can compare our range 

of discrepancy with respect to the experimental data (1.23) to 

the ones of Heller et al. [1] (1.66); for the 6™ 1" progression the 

highest discrepancy is 1.14 and 1.18 respectively. 

The present calculations can be employed to discuss the 

controversial problem of the nature of channel 3 in C,H, 

[2, 4, 15, 17-22]. Upon excitation at 240 nm the rates of nonraditive 

decay in benzene increase so much that fluorescence emission 

becomes very weak. Due to the very fast rates the initial lifetime 

data was obtained by measurement of linewidths [17]. Based on 

such data several explanations were proposed such as radiationless 

transitions to another state [4,21] or simply an enhanced i.c. [18], 
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although strong doubts were raised about the possibility of i.c. 

being able to interpret channel 3. However since factors other 

than population relaxation could contribute to line broadening 

such as internal vibrational randomization, the need for direct 

fluorescence measurements was necessary. Such experiments were 

carried out recently by employing very fast laser pulses [15, 20]. 

The lifetime measurements confirm the very fast rates of 

nonradiative decays in this region, but are not identical to the 

linewidth measurements of Callomon et al. [17]. : 

Theories of radiationless transitions predict an exponential 

dependence of nonradiative rates with an increase on the vibrational 

energy, E,, of the excited state [3, 6,13] as Fig. 1 reveals. The 

log King 

12P 

  

    
Ey 10 em | 

Fig. 1 — Vibrational energy dependence of the calculated i.c. rates (f; , = 0.57) 

and channel 3 data: (@) 6™, (m) 6m 1m, (a) 1", (OQ) 7P 1; Callomon’s data 

[17] (*), Takagi’s [20] (C) and Wunsch’s [15] (A). 
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interesting point is that although this behaviour was also present 
in Callomon’s data, the rates extrapolate to rates ca. 6 x 10%s~?, 
at zero vibrational energy. Since much lower rates ( ~ 10°s~') 
were observed from this levels such a behaviour suggests the 
onset of another process at 3000 cm~' excess energy above S,. 

However this is not the situation with the more recent data based 

on fluorescence lifetime studies. In particular the most accurate 

data which was based on one photon absorption and was pressure 

independent up to 20 torr (C,H,) allowed an estimation of a 
lifetime of 42 ps for the 711? level. This level involves the direct 
population of a CH mode (7 mode). We have performed calculations 

for the i.c. rates with the population of a CH mode which has a 

faster E, dependence than the 6™ or 6™ 1" modes (Fig. 1). The 

data extrapolate well to the experimental value of Takagi et al. [20] 
at E, ~ 4950cm™~'. For other levels which do not involve the 

population of the CH modes, the data of Wunsch et al. [15] for 

the 144 1” levels can also be interpreted reasonably well in terms 

of an i.c. process. At high excitation energies the data fits better 

the curve for the population of CH modes. However this data 

was not determined directly from lifetime measurements owing 

to the time resolution of the experimental system, but was 

estimated from the fluorescence intensities. The present results 

support the view that in C,H, S, isolated state, in the current 

region of excitation (E, = 0 to 5000cm~'), there are only two 
channels of nonradiative decay: the internal conversion S, ~» S, and 
the intersystem crossing S, ~ T,. Channel 3 would be simply 

the result of a fast increase of internal conversion with the excess 

vibrational energy in S,. 

A final word should be said on the triplet yields in C,H, as 

a function of vibrational energy. Since S, ~»S, increases faster 

than S,~ T, the triplet yield decreases with an increase in 

excitation energy. Only recently the experimental techniques of 

supersonic free jets allowed some measurement of the triplet 

yields in isolated molecules as a function of vibrational energy. 

Otis et al. [22] have employed a supersonic molecular beam of 

C,H, to ensure isolated molecule conditions. The singlet S, state 

is populated by a laser pulse and allowed to evolve in time. 

Following this, excited molecules are pumped by a second pulse 

which photoionizes the molecules in S, and T,. The decays are 

analyzed in terms of a biexponential attributed to S,, the fast 
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component, and to T,, the slow component. The ratio of the 

two components allows the estimation of the triplet yields. 

However such analysis is based on the statistical behaviour for the 

nonradiative transition in isolated excited C.H,. Fig. 2 reveals 

log ky 

  J i 1 

5 10 15 
~1 

Ey (1,)/102em 

  

Fig. 2— Logarithmic plot of the triplet decay rates ky [22] as a function 

of triplet vibrational energy; triplet decay rate (m) from the thermally equi- 

librated T, state. 

that benzene T, state is not on a statistical case. In fact the decay 

rates [22] of the vibrationally excited T, levels do not extrapolate 

to the T, decay rate in vapour phase at high pressures, 2 x 10° s~* 

[23]; the extrapolated value is almost two orders of magnitude 

higher, 9 x 10*s~1, revealing that the hot triplet levels, TY, have 

a different channel of decay than T° . The decays are considered to 
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be TY ~ S, (E,(T,) >Eg -Eyp,) and T? ~ S,(E,(T,) <Eg -Ey ). 
Consequently the biexponential decay observed in the photoioni- 

zation experiments may have some contribution of S, in the slow 

component and of T, in the fast component. Nevertheless in relative 

terms the analysis of Otis et al. [22] reveals a decrease in 4, with 
an increase in E,. Such a decrease is in reasonable agreement 
with the yields estimated from the calculated nonradiative 

transitions, as shown in Table 2. The best agreement is apparently 

with f;, = 1.0 but no conclusion can be made, because the 
absolute values of Otis et al. [22] may be subjected to some error 

owing to the assumption of a statistical behaviour. 

TABLE 2—Triplet Quantum Yields from Singlet Levels 

  

  

  

Experimental Values Calculated 

Levels EY (cm?) 

a b f. = 0.57 f. =1.0 
ic ic 

6° 0 0.62 0.70 _ — 

61 521 0.58 0.65 0.67 0.61 

6112 2367 0.57 0.64 0.63 0.49 

6118 3290 0.29 0.33 0.40 0.28           
  

a Values of ref [22]. 

b Values of ref [22] corrected for the yield 0.7 at zero level. 

The yield for all the triplet vibronic levels from the zero 
singlet level calculated by Otis et al. [22] is smaller than the yield 

from the thermally equilibrated molecule (0.70). This difference 

cannot be due to the thermal population of higher singlet vibronic 

levels, because this would decrease ¢., even further. The discrep- 
ancy may be due to the assumption of the statistical behaviour 

for T,. When the yields are corrected for ¢, = 0.70 a better 
agreement is found with the calculated yields for f,,, = 0.57 
(Table 2). 

We are grateful to INIC for financial support. 
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EVEN MAGNETOOPTICAL EFFECT IN COBALT THIN FILMS 

FRANCISCO CARMONA GONZALEZ 

Instituto de Fisica de Materiales. Serrano 144. Madrid-6. Spain 

(Received 14 March 1983) 

ABSTRACT —In a study of cobalt thin films, hysteresis loops, magne- 

tooptically determined, were displaced along the magnetization axis. This can 

be explained by assuming that an even magnetooptical effect is present. Use 

is made of observed displacements to evaluate this effect for different film 

thicknesses and deposition angles; if amounts to 30% of Kerr effect for 

films of 150 A‘ obtained by normal incidence. 

1 — EXPERIMENTAL 

Cobalt thin films were vacuum deposited on Corning ‘‘7059” 

glass slides. Evaporation was achieved by electron bombardment, 

and vacuum during deposition was better than 10~° Torr. 

Several sets of films were obtained, with thicknesses ranging 

from 150 to 1000 A, placing the substrates in such a way that, 

within each set, thickness was the same (+ 25A)) for all films, 

whilst 6 , angle of incidence of the flux on the substrate (deposition 

angle), was different for each one. 

Placing substrates at 50cm, or nearer, to the emitting focus, 

gave as a result, especially for those films obtained under high 

incidence, non-uniformity in thickness. However magnetooptical 

measurements were made of areas uniform within 5 % or less. 

Hysteresis loops were traced with the device sketched in Fig. 1. 

The film, located between the pole pieces of an electromagnet, 

with which fields up to + 5000 Oersted are applied, is parallel to 

the applied field and can be rotated around an axis perpendicular 

to it; it is thus possible to determine hysteresis loops along 

different directions in the plane of the films. This was necessary 
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because, due to oblique incidence, anisotropic properties were 

expected [1], [2], [8]. 

Reflectivity was measured at H = 5000 Oe and H = — 5000 Oe 

by noting voltage drop across resistance R of Fig. 1. 

Some samples were also measured by means of a vibrating 

sample magnetometer. 

L¢ 
| 

  

  

ELECTROMAGNET | 

| 

1 
| GAUSSMETER 

| f 

| 

FILM HALL PROBE 

  

  

      

      

  

  POLARIZER   »X       

  oY 

PHOTODIODE BECORDER 

| 

Fig. 1— Kerr effect device for the measurement of thin fitms 

      

White light from lamp L, reflected in the film under an angle of 60°, passes 

through calcite polarizer in P position and finally reaches a photodiode. 

Voltage across resistance R is thus proportional to the. reflectivity of the 

film, and because of the equatorial Kerr affect, proportional to its magneti- 

zation, This voltage is adequatcly processed and applied to the vertical 

axis of an XY recorder. 
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2— RESULTS AND DISCUSSION 

Magnetooptic measurements gave hysteresis loops displaced 

along the magnetization axis. The magnitude of these displacements 

is direction dependent, and shows a variation with angle of 

measurement with the same periodicity as coercive force, 

remanence and reflectivity. 
Hysteresis loops traced with a vibrating sample magnetometer 

were not displaced. Observed displacements would thus have to 

be ascribed to the magnetooptic method that was used. 

The simplest explanation of these displacements is to assume 

that we have, superposed on the equatorial Kerr effect, an even 

magnetooptical effect; that is, to assume that the apparent, or 

as measured, magnetization, », is given by 

w= Am? + Bm+tcC (1) 

where m is the actual magnetization. 

A, B and C are easily determined: Let » = +1 form =+1 

and » = (y,)+ for m=+m,, where (y,); and (y,)_ are 
(reduced) apparent remanences and m, is the actual (reduced) 

remanence. It follows that 

A =—C =—[ (ur) 4+ (e)-]/2C1—mt) , B= 1 
(2) 

m,= [Corda te) aly 2 

It is thus possible to correct displaced hysteresis loops. But the 

point is that the first of eqs. (2) allows us to evaluate the magnitude 

of the even magnetooptical effect that causes the displacement. 

In Fig. 2 we have mean values of A against deposition angle 

for different thicknesses. Straight lines are least squares fits in 

order to show tendencies: an increase of A with 6, except for the 

thinner films group (125-175A). 

It is to be noted that A values are relative, and that B is, as 

the second of eqs. (2) shows, arbitrarily made equal to unity. In 

order to arrive at ‘‘absolute’”’ values, let us recall that Bm, the 

second term of eq. (1), is the equatorial Kerr effect. Values for 
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this are given in Fig. 3, in which 8 , reduced reflectivity difference, 

is represented against thickness with 6 as a parameter. Curves 

are best fit approximations to experimental values. Orders of 

  

xX 125-175 A 
© 350-450 1 

A ; + 575-700 1 
¥ 800-900 1! 

03 © 950-1025"     
  

0.2 

0:     5)0 | | 
10 20 30 #40 =| «60° =«70 
¥ DEPOSITION ANGLE 

  

Fig. 2 — Mean values of A vs. deposition angle for different thicknesses 

A is the magnitude of the even magnetooptical effect relative to the equato- 

rial Kerr effect taken as unity. Films were measured along twelve different 

directions in their plane. The average over the twelve directions is here given 

for each film vs. deposition angle. Straight lines are least squares fits showing 

tendencies for groups of films of similar thickness. 
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Fig. 3 — Reduced reflectivity difference vs. thickness for different values of 6. 

Reduced reflectivity difference is defined as § = (I, — I,)/I,, where I, and I, 
are reflected light intensities corresponding to saturation states, and I, reflec- 

ted light intensity for zero magnetization [4]. Curves are best fit approxima- 

tions to mean values of 8 over 12 directions in the plane of the film. 
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magnitude and shape of curves are in agreement with the work 

or Carey et al. [4]. 

A should be multiplied by the corresponding value of 8 in 

order to have a measure of the even magnetooptical effect 

allowing comparison between samples. In Fig. 4 we have §-A 
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100 200 300 400 500 B00. 700 800 900 7.000 
: FILM THICKNESS(A) 

Fig. 4— Even magnetooptical effect vs. thickness for different values of 4 

A is just a measure of the even magnetooptical effect relative to the equato- 

rial Kerr effect taken as unity. If each value of A is multiplied by the corre- 

sponding value of &, we have a measure of the effect that allows comparison 

between samples. A - 8 is represented vs. film thickness for different deposition 

angles. Curves are best fit approximations. 

against thickness for different 6’s. Experimental results can be 

seen to be somewhat dispersed, but the overall picture for the 

magnetooptical effect under consideration is clear: a) it is bigger 

for thinner films; b) it depends on the deposition angle under which 

the film was formed (higher for normal incidence for small 
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thicknesses, in the range 100-300 A, and higher for oblique 

incidence in the range 500-1000 A). 

The nature of even magnetooptical effects has been thoroughly 

studied by Krinchik et al. [5], [6], [7] and by Afonso [8]. A striking 

feature of these effects, pointed out as a “paradox” in Ref. [6], 

is that their maximum value should correspond to zero magnetiza- 

tion, whilst their minimum value (zero) corresponds to saturation. 

There is no such paradox. A term proportional to the magnetization 

squared has the same value for m = m, and for m = —m, ; which 

amounts to no relative effect at all. On the other hand, it is 

necessary to add a constant to the term in m? (otherwise, it 

would not be possible to have symmetry for m = + m, unless 

A=B=0). The effect is thus given by Am?+C=A [(M/M,)’— 1] 

with its maximum (absolute) value for M = 0. 
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INSTABILITY SATURATION BY NONLINEAR MODE 

COUPLING IN A PLASMA 

A. M. Martins and J. T. MENDONCA 
Centro de Electrodinamica 

Instituto Superior Técnico, 1000 Lisboa, Portugal 

(Received 11 August 1983) 

ABSTRACT —We study the instability saturation by the process of 

resonant three-wave coupling, comparing the results obtained in the fixed 

and random phase approximations. We show that the transition to chaos 

occurring in the fixed phase equations does not exist in the random phase 

equations. In quite general conditions the random phase leads to a well defined 

saturation level of the unstable mode. 

1 — INTRODUCTION 

It is now commonly accepted in Plasma Physics that the 

turbulent state arises from some instability which eventually 

saturates and breaks into a number of different modes. In this 

context, an important problem is the determination of the nonlinear 

state resulting from a linearly unstable wave. 

One of the elementary processes leading to the instability 

saturation is the resonant three-wave coupling. The equations 

describing the interaction of three waves have been already 

studied, assuming that the two linearly damped modes into which 

the unstable mode decays are equal and further assuming that the 

unstable wave is strictly monochromatic [1], [2]. It has been shown 

numerically that in this case a strange atractor occurs and the 

wave amplitudes can behave chaotically. This fixed phase appro- 

ximation is only valid when the frequency width of the unstable 

wave packet, A, is less than 1/7,, where 7-, is the characteristic 
time for the instability saturation. 

Portgal. Phys. — Vol. 14, fasc. 3-4, pp. 243-254, 1983 243



A. M. Martins et al. — Instability saturation by nonlinear mode coupling 

In the present work we discuss the instability saturation from 

a more general point of view. In Section 2 we state the nonlinear 

equation for the wave field amplitude in its general form. In 

Section 3 we discuss the fixed phase approximation which can 

be used in order to solve the nonlinear equation. Section 4 is 

devoted to the analysis of the random phase approximation, which 

is valid when A>>1/;,. Finally in Section 5 we state the 

conclusions, and compare the results obtained in the fixed and 

random phase approximations. 

2 — NONLINEAR EQUATION 

Let us assume the general situation of an infinite, homogeneous 

and nonlinear dielectric medium, which can be a plasma. Using 

Maxwell equations and making space and time Fourier transforms 

we can get the equation of propagation for the electric field 

E(k) in the following form: 

D(k, ©) E(k) =—(Ci/oe,) ay - Inn Ck) (1) 

where 

k? c? 
  Cc = 

D(k, o) = — |k-&|*— + a -e(k, o) - a (2) 

In these equations eC k, ) is the dielectric tensor describing the 

medium, » and k are the frequency and wavevector associated to 

the field E(k) and 4, is the unit polarization vector. The nonlinear 

current appearing in equation (1) is given by: 

iQ@t dk’ 3 (20) (3)   In (kK) =| tk, k’) -E(k’) E(k”) e 

where o (k, k’) is the ‘second order conductivity’ tensor, 

k” = k—k’ and Q is the frequency mismatch 

Q = o(k) —o' (kK) — 0” (k”) (4) 
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We see from equation (1) that when the nonlinear current is 

neglected, Jx;,(k) =0, a nontrivial solution for the electric 
wave field E(k) implies that: 

D(k,o) =0 (5) 

This is the linear dispersion relation which specifies » as a function 

of k, » = »(k). Equation (4) shows that, in the expression for 

the nonlinear current (3) we assume that each Fourier component 

of the electric field in the medium E (k ) obeys the linear dispersion 

equation (5). However, if the nonlinear current is taken into 

account, Jy; (k ) ‘0, equation (5) is no longer valid. Developping 

D(k,) around the linear dispersion relation we get [3]: 

gD 3 3 Olk. oh = fo) |] ee.-t4 (6) 
: cath sor | 

where v, = do/dk is the linear group velocity and y, is the linear 

damping coefficient for the wave field E(k). Replacing (6) in 

equation (1) we get the nonlinear equation in its final form: 

(20 )* (d/dt + yy.) E(k) 
iQt (7) =— [H(k,k’) E(k’) E(k-k’) e dk’ 

where the total time derivative means: 

d 0 0 =o + = 8 
dt gt “or 8) 

and the nonlinear coupling coefficient H(k,k’) is given by: 

Hk, ki) = BRECK De Bir (9) 
, e,0 (0D /do)x 
  

Equation (7) gives the rate of change of the Fourier component 

E(k) of the electric field in the medium due to the nonlinear 

three-wave interaction of E(k) with each of the pairs E(k’) 

and E(k”) of the spectrum which satisfy the selection rule: 

k=k’ +k”. The solution of this equation would give the turbulent 
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spectrum in a plasma if the three-wave interaction was the only 
process of energy exchange between the Fourier components of 
the spectrum. Actually, in a turbulent plasma, not only the 

four-wave or the higher order wave interaction processes are 

present but also are the wave-particle processes which cannot be 

described in the frame of the dielectric theory used here. 

3 — FIXED PHASE APPROXIMATION 

Let us apply the general nonlinear equation (7) to the case 

of instability saturation. The physical picture is the following: 

A given region of the spectrum around k = k, becomes unstable, 

due to the linear properties of the plasma. In this case we have 

¥1 = Yx, <0. If the unstable wave field attains a significant level, 
the nonlinear effect described by the right hand side of equation (7) 

is able to transfer a significant amount of energy from the unstable 

region of the spectrum to the stable regions where dissipation 

occurs. Instability saturation can then be achieved. 

In order to discuss this process in detail it is useful to assume 

that the unstable spectrum reduces to a single wave k = k, and 

is described by a Dirac 85 function. In this case, only two other 

waves defined by k = k, and k = k;, such that k; = k,» + k; can 

take energy from the unstable one and eventually saturate its 

growth. It is the so called fixed phase approximation. We can 

then wite: 

E(k) =(2r)° 3 E,8(k—k;) (10) 

Using this expression in equation (7) we get three coupled 

evolution equations: 

(d/dt+y,) E,=—HE,E, e!* 

~iQt (d/dt+y.) Ef =—H’E*E, e (11) 

(d/dt+y,) Et =—H”E*E, e! 
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where H=H(k:, k:), H’ = H(—k:, ks), H” = H(—ks, kz) 
and 2 = o(k,) —o(k.) —o (k;). Using normalized amplitudes 

for the wave fields: 

,= 1/2 (dD /do) k E; (12) 

and defining real amplitudes a; and phases ¢, such that 

e 3 (13) 

we can give to the system of equations (11) a symmetric form: 

(d/dt+ y,) a, = — Va.a; sine 

(d/dt+ yy.) a, = + Va,a; sino (14) 

(d/dt+y;) a, = + Va,a,.sino 

where the evolution of the phase mismatch © = ¢,—¢,— 4, is 

described by the equation: 

  ao a+ ( a 4. Sie =) cos © (15) 
dt ae a3 ay 

and the nonlinear coupling coefficient V is given by 

va Gh Geht do /k,\ de /k,\ 00 /k, 

Consider now the particular case of an unstable mode o; = (k:), ki 

which saturates by subharmonic generation. In this case we 

have o,= 0; ~0;,/2. And we also have a; = a; and y2 = y3 >0O. 

Equations (14) and (15) then reduce to: 

  

(d/dt+y,) a, =—Va?sino 

(d/dt+y.) a, =Va,a.sino (17) 

de /dt =2+ Va, [2—(a./a,)?] cose 
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It has already been shown that such a system contains chaos [1], [2]. 
This quite remarkable result however has a limited range of 
application. In the first place, the unstable spectrum always has 
a finite bandwidth A and the ideal situation of a monochromatic 
wave (A-— 0) never occurs. In the second place, the two linearly 
stable waves a, and a; are, in general, different waves, as in the 
Brillouin or in the Raman scattering processes. We can avoid the 
first difficulty if we add to the evolution equations (11) a random 
term R, which phenomenologically describes the contribution of 

the spectrum components not entering in (10), say, the neglected 

nonlinear term 

Qe dk’ H(k,k’ E(k’ E(k-k’ i J HCk.K) E(k’) E(k-k’) e cat 
kk, 

The influence of this random term on the transition to chaos and 

its justification will be discussed elsewhere. Here we only want 

to stress that if the phases are assumed to be random the three 

equations (17) reduce to two and chaos is no longer observed. 

This quite obvious conclusion will be stated more clearly in the 

next Section. The second difficulty noted above can also be avoided 

if we keep the four equations (14) and (15). In the next Section 

we show that the two great limitations of the fixed phase 

approximation can be avoided if we study the nonlinear wave 

saturation using the random phase approximation. 

  

4— RANDOM PHASE APPROXIMATION 

Let us return to equation (7). If we multiply this equation 

by E*(k) and its complex conjugate by E(k) and sum the 

results, we get: 

27) (d/dt + 2 E(k) |? (27)* (d/ ve) |ECk) | am 

=—2[ Re [H(k,k’) E*(k) E(k’) E(k”) ef Mt dk’ 

If we write the field amplitude as E(k) —|E(k)|exp(i¢,) 

and if we assume that the phase behaves randomly we can make 

a statistical average of equation (18) over the phase. It is easy 
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to see that a statistical average over a random phase leads 

to < E(k) >=o and < E*(k) E(k’) >=|E(k) |? 8(k-k’). 

In order to calculate the mean of product E* (k) E(k’) E(k” ) 

entering in equation (18) we take an approximate solution of 

equation (7), assuming that d/dt ~ iA where A>> yx is the wave 

frequency width. We get then: 

iA (27)* E(k) =—| H(k,k’) E(k’) E(k”) eS dk’ (19) 

Using this result we can write: 

iA(27)? <E*(k) E(k’) E(k”) > 

= { HY (k,s) <E*(s’) E*(k-s’) E(k’) E(k-k)> @7'" ds’ 
(20) 

-j Qt ds” 

~{ H (k’, 8”) <E*(k) E(s”) E(k’-s”) E(k-k’)> e 

-i Qu 

- [ H(k-k’, 8”) <E* (k) E(k’) E(s’”) E(k-k’-8’”)> 7" ‘ ds’” 

where 0’ = 0(k’> 8’, k”>k-—s’) and ©” and 0” are defined 

in a similar way. Now, in the random phase approximation it is 

easy to see that: 

< E*(s’) E*(k-s’) E(k’) E(k-k’)> 

It <E*(s’) E(k’)> <E*(k-s’) E(k-k’)> (21) 

12
 |E(s’) |? |E(k-k’) |* 8(s’-k’) 

Using (20) and (21) we can write the statistical average of 

equation (18) in the form. 

(27)° d/dt+2y.) Ny 
(22) 

=| w(k,k’) [N,N,,—N, N,.—N, Ny] dk’ 

Portgal. Phys. — Vol. 14, fasc. 3-4, pp. 243-254, 1983 249



  

  

A. M. Martins et al. — Instability saturation by nonlinear mode coupling 

where N,, = Cj are the number of photons of wavevector k and Cy 
is defined by equation (12). The nonlinear coupling coefficient 
w(k,k’) is now given by: 

|H(k,k’) |? 8(@) 

(so), G2). Ge) do Jy \do /y, \ do /,, 

Assuming further that the main components of the wave spectrum 
lie in the region of wavevectors around k = k; (with i = 1, 2, 3) 
we can use the properties of the 5 function 8 (A) and get, after 
integration in k’, 

w(k,k’) = —(4r/e )   (23) 
  

( d / dt + V1 ) N, = ay ( N.N,; = N,N; — N,N, ) (24) 

where N; = N, (fori=1,2,3), y,=2y, and 
1 1 

a, =w(k,k’) [27(d0/dk’)y J (25) 

For positive energy waves, we always have a, >o [3]. Coupled 
with this evolution equation for N, we have two similar equations 
for N. and N;. If we normalize the time with respect to the 
growth rate of the unstable mode N,, with the aid of a new 
time variable ; = |y,|t, it is easily seen that we can write the 
three coupled equations in the form: 

dN, /dr = N, + A, (N,N; _ N,N, = N,N, ) 

(26) 
dN2,; / dr=- T2,s No,3 ~ Ao,s (N.N; ~ N,N; ~ N,N, ) 

where A; = a; /|y,|>0 and r,, = y2,:/|y1| > 0 are the linear 
damping rates of the stable modes N, and N,. These equations 
are quite similar to the Lotka-Volterra equations for three 
populations in competition, but we will see that the behaviour 
of their solution is quite different. 

Equations (26) have two singular points defined by: 

P55 N, = N. =N; = 0 

(27) 
P,: N, = A.T.T3 /B, N, = AT; /B, N, = A.I. /B 
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where 

B = Ay (ATs + AsI> ) ~ AAs (28) 

The origin P, is always unstable and is of the node-saddle type. 

Its stable manifold is the plane P,N.N, and the unstable manifold 

is the axis P,N,. The second singular point P, exists in the first 

octant of the phase space only if B>o. Equation (26) has a 

physical meaning only when the point representing the system in 

phase space belongs to the first octant, because the numbers of 

photons are positive quantities, N; > 0. Then, in order to get an 

instability saturation the singular point P, must be accessible to 

the system. The necessary condition for the instability saturation 

is then B>o. 

Furthermore, if we use the Hurwitz criterion we can easily 

show that P, is always stable and shows a focus behaviour, 

provided that B > 0. We can then say that the configuration in 

phase space is always the same and no bifurcation parameter 

can be defined. The conclusion is that, unlike the three dimensional 

Lotka-Volterra equations, no chaos can be generated in this 

system, because it would have to exist even for very small values 

of N, when the nonlinear terms are negligible. 

These results are confirmed by the numerical integration of 

equations (26). When B = o the unstable mode boes to infinity, 

as well as the linearly stable modes. When B > 0 the unstable 

mode attains a maximum at a time ;, and then slowly decays 

to the saturation level, as shown in Fig. 1. This maximum of N, 

grows with I, as well as the saturation time 7,. For high enough 

values of © a series of oscillations around P, are observed with 

decreasing amplitudes (Fig. 2), revealing the focus nature of P,. 

The behaviour is essentially of the same nature for T, # Ts. 

5 — CONCLUSIONS 

We have studied the instability saturation by nonlinear mode 

coupling and we have discussed the behaviour of the saturation 

wave amplitude levels in two extreme approximations. The first 

one corresponds to a nearly monochromatic unstable spectrum and 

it is the fixed phase approximation (A7,<<1). In this case the 
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Fig. 1—JInstability saturation in the random phase approximation, for 

A,=A, =A, =1 and [T, = Tl; =1. (a) Intensity of the first mode; 
(b) Intensity of the second and third modes (arbitrary units). 
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Fig. 2— The same as in Fig. 1, but for [, = I's = 100. 
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wave amplitudes starting from zero can asymptotically attain a 
limit cycle regime which eventually bifurcates to chaos. This was 
shown by numerical calculations, assuming that the two stable 
waves are equal (k, = k,;, a, = a;), which means that we have 
sub-harmonic generation (o, = 0; ~ 20,). Of course, if chaos is 
attained, the unstable spectrum broadens and the waves can no 

more be considered as monochromatic. 

The second extremie case is that of a broad-band unstable spec- 

trum, described by the random phase approximation (A7,>>1). 
Making no restriction on the character of the stable waves 

(k, # ks, N. #N,) we have shown that in this case the system 

tends to a stable focus and no bifurcation to chaos is observed. 

It is our intuition that the random phase approximation is 

more appropriate to describe the physical phenomena because, 

even if the unstable spectrum is nearly monochromatic it becomes 

broader when the chaotic behaviour is observed. But only a 

detailed study of the intermediate case described by ‘the fixed 

phase equations with a noise term can eventually give a qualified 
answer to this intuition. 
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