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ENHANCED NUCLEAR MAGNETISM 

B. BLEANEY 

Clarendon Laboratory, Parks Road, Oxford, U.K. OX1 3PU 

[Received March 1992] 

ABSTRACT-Enhanced nuclear magnetism is of particular interest in Van Vleck paramagnets, in which 

the electronic ground state is a singlet or non-Kramers doublet. The enhancement of the nuclear moment 

arises through admixture of electronic magnetic moment by the hyperfine interaction. Magnetic 

resonance measurements on ions of the lanthanide group, using both electromagnetic and acoustic 

waves, are surveyed. In some compounds an ordered magnetic state is observed at milliKelvin 

temperatures. 

1- PREFACE 

The earliest direct measurements of 

atomic magnetic moments were based 

on the deflection of atoms by a mag- 

netic field gradient [1, 2]. The results 

agreed with values from optical Zeeman 

spectroscopy, and with those calculated 

from the orbital and spin magnetic mo- 

ments, interacting through the spin-orbit 

coupling. Values of nuclear magnetic 

moments were deduced indirectly from 

optical spectroscopic measurements of 

the hyperfine interaction. It soon be- 

came apparent that nuclear moments 

Portgal Phys, 21, 1/2, pp.1-14, 1992 

were not easily predictable, nor simply 

related to the nuclear magneton, even 

for the proton with spin 1/2. The neu- 

tron, though an uncharged particle, was 

also found to have spin 1/2, and a mag- 

netic moment. 

In 1939 Rabi [3] took the bold step of 

making direct measurements of nuclear 

moments by magnetic resonance, de- 

tected through changes in the deflection 

of molecular beams by magnetic field 

gradients. Interrupted by the second 

world war, this method was overtaken 

by simpler radio-frequency techniques, 

but the use of atomic or molecular 

1
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beams continued to be developed for 

measurements of many kinds; a detailed 

account is given by Ramsey [4]. High 

precision can be obtained, and since 

1963 [5] the unit of time has been de- 

fined as the interval containing exactly 

9 192 631 770 cycles of the hyperfine 

frequency in zero magnetic field of the 

stable isotope (mass 133) of the caesium 

atom. 

In 1944-6, two forms of magnetic reso- 

nance in condensed matter were devel- 

oped independently. The first electron 

paramagnetic resonance (EPR) experi- 

ments were carried out in the U.S.S.R. 

by Zavoisky [6] on manganese ions in 

solution and in solids. The electronic 

magnetic moment is much greater than 

any nuclear moment, and the frequen- 

cies used by Zavoisky were of order 

500 MHz. These measurements were 

made at room temperature, where spin- 

lattice relaxation rates are sufficiently 

fast to allow the electron spins to reach 

thermal equilibrium, even in a solid. 

n Configuration Atom Divalent Trivalent J 

2 3H, q 
4 ‘I, Nd 
6 Fy Sm 

8 IF, - 
10 ‘I, Dy 
12 3H, Er 

10n 10n 

- Pras 0.805 

Nd?* Pret. 0,603 
Sm?2t Eu3+ 

- To* 1.492 

Dy2*  Ho+_—-1.242 
- Tm3+ ~—- 1.164 

Table 1. Ground configuration for some non-Kramers atoms and ions of the 4f group, with n electrons in 

the 4f shell. Note that the atoms, not the ions, also have two electrons filling the 6s shell. Values of 8y 

are rounded to the third decimal place. 

In condensed matter, nuclear magnetic 

resonance (NMR) was observed in the 

U.S.A. at frequencies of order 10 to 50 

MHz [7, 8]. The nuclei were protons in 

water, the advantage of a liquid with 

low viscosity being that the resonance 

2 

lines have an exceedingly small width 

because of motional narrowing. A fur- 

ther important point is that spin-lattice 

relaxation rates are not prohibitively 

slow, as would be expected in a solid. 

Early efforts by Gorter [9] to observe 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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NMR at low temperatures in solids were 

defeated by excessively long times to 

achieve thermal equilibrium. The first 

successful below 

temperature were in Oxford [10] and 

extended to protons in liquid hydrogen 

at 20 K [11]. 

The effects considered in this review in- 

volve both nuclear and electronic mo- 

ments, coupled together through the 

large magnetic field exerted on the nu- 

cleus by the surrounding atomic elec- 

trons - the hyperfine interaction. Such 

effects occur quite generally, but this 

article is concerned mainly with the rare 

earth group, with magnetic electrons in 

the 4f shell. For the trivalent ions the 

experiments room 

Ion Isotope 

Pr 141 

Sm 147 

149 

Eu 151 

153 

Tb 159 

Ho 165 

Tm 169 

I 

5/2 

7/2 

7/2 

5/2 

5/2 

3/2 

7/2 

1/2 

electronic configurations are listed in 

Table 1. 

Most ions of the lanthanide group have 

stable isotopes of odd mass. Nuclei with 

an odd number of protons have a single 

stable isotope with a large nuclear mag- 

netic moment; the exceptions are La, Eu 

& Yb, that each have two stable iso- 

topes. Nearly all the nuclei with an even 

number of protons have a range of iso- 

topes, mostly of even mass and nuclear 

spin I = 0, but with some isotopes of 

odd mass; these have nuclear spins and 

relatively small nuclear moments. 

Table 2 lists their mass, spin, unen- 

hanced magnetic resonance frequency 

and hyperfine interaction constant. 

Y/2n = Aghh 

MHzT~! MHz 

+12.93 +1093 

-1.76 -240 

-1.45 -193 

+10.49 - 

+4.63 - 

+10.13 +530 

+8.99 +812 

-3.49 -394 

Table 2. Nuclear data for the trivalent lanthanide ions mentioned in the text. Values of the isotopic 

mass, the nuclear spin I, the unenhanced nuclear resonance frequency Yj/27 ina field of | tesla, and the 

hyperfine interaction A j/h. 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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2. THEORY 

Most free atoms possess electronic 

magnetic moments, while many nuclei 

have moments, smaller by a factor of 

order 10-3. In chemical compounds, a 

few gases (02, NO, NO») are paramag- 

netic, but permanent magnetic moments 

are generally restricted to transition 

group ions with partly filled 3d, 4d, 5d, 

4f or 5f electron shells. 

For electrons, both orbit and spin con- 

tribute to the permanent magnetic mo- 

ment; the Zeeman Hamiltonian is 

= wp (L+gsS).B = pgeyJ.B) (1) 

lip is the Bohr magneton, and gg is 

very close to 2. Diagonal terms give a 

first order Zeeman effect; in second 

order, quadratic terms produce an 

induced moment [12], often known as 

"Van Vleck paramagnetism". In an 

applied field with component B,, the 

quadratic energy shift may written as 

W =- (a,/2) (gy pB,)? (2) 

with similar terms for the y, z axes. In 

many compounds the effects are ani- 

sotropic, and the x, y, z axes are then the 

principal axes of a tensor, The parameter 

ay gives the "paramagnetic shift", a sum 

of terms ( 20,2/X), where 0, is a matrix 

element of (1) between two levels sepa- 

rated by energy X. From (2), the 

4 

induced electronic moment is 

m, = -dW/dB, = a, (gjp)2B, (3) 

The second form in (1) applies where L, 

S are coupled to a resultant J by spin- 

orbit interaction, as in the lanthanide 

group, for which the theory below was 

derived [13]. If the nucleus has spin I, 

the Hamiltonian in an applied field B 

becomes 

H = gup(B.J) + AID - Yyh(B.D 4) 

here the second term is the magnetic 

hyperfine interaction, and the third is 

the true nuclear Zeeman interaction. For 

a free ion, a further rather complex term 

is required for the nuclear electric 

quadrupole interaction; only a simpler 

form is needed in the following discus- 

sion. 

The quadratic energy (2) now has the 

form 

W =- (a,/2) (gypBx + Ajlx)? (5) 

which contains a cross-term in B,xlx 

with magnitude 

ax (gyupAD=H(Yx-¥p. © 

This constitutes the enhanced nuclear 

Zeeman interaction; Y;/2m is the reso- 

nant frequency in unit magnetic field 

along the x-axis, and there are similar 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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terms for the y, z axes. In the absence of 

cubic symmetry, anisotropy arises when 

the coefficients ay, ay, az are not all 

equal. Measurements of the NMR fre- 

quency may be used to derive indirect 

values for the Van Vleck moment, since 

m,/Bx = (gytp/Ay) Hh (Y¥x - YD. (7) 

This has the advantage that individual 

contributions from inequivalent ions can 

be determined, whereas the bulk sus- 

ceptibility gives only a net value. 

Quadratic effects of the magnetic hyper- 

fine interaction give rise to a quadro- 

pole-like term 

PxIx? + Pyly*+Pzl,7, 8) 

- where 

Py= -(a,/2)Ay2 
= -(Ay/2gmp) H(Y¥x-Y¥p- © 

In cubic symmetry the x, y, z compo- 

nents are equal, and their sum becomes 

a constant that may be ignored. With 

axial symmetry (8) reduces to 

P[I,2 - 1(1+1)/3] (10) 
with 

Py = (Ay/2gyp) A (Y¥,-¥). UD 

where the last two subscripts refer to 

directions perpendicular and parallel to 

the axis of symmetry. In addition terms 

Portgal Phys. 21, 1/2, pp.1-14, 1992 

P1, P3 arise from true quadrupole inter- 

actions [14] with field gradients of the 

4f electrons on the parent ion and the 

remainder of the lattice respectively. 

3. LANTHANIDE IONS 

In condensed matter, a magnetic ion is 

subjected to an electric field set up by 

the surrounding ions, the "crystal field". 

This is represented by an electrostatic 

potential of complex form that depends 

on the crystal lattice, and its symmetry. 

If the symmetry is cubic, the levels may 

be singlets, doublets, triplets or quartets. 

In lower symmetry, ions with an even 

number of electrons may have a singlet 

ground state, but for other ions the lev- 

els must retain at least double degeher- 

acy, by Kramers’ theorem. In the 4f 

- group, the 2J + 1 electronic levels of a 

manifold J' are split by amounts ranging 

up to several hundred wave numbers; at 

low temperatures, only a few levels 

have appreciable thermal population. 

The hyperfine parameter in eq. (4) has 

form 

Aj = 2ppYyh <r-3> <JIINI> — (12) 

for the lanthanide group; the parameter 

<JIINIJ> is positive, and so is gy. Thus 

the matrix elements that contribute to 

the cross term of eq. (6) are positive 

provided that they are within a manifold 

5



Bleaney, B. - Enhanced Nuclear Magnetism 
  

of given J. Other terms involving the 

neighbouring manifolds J1 are of op- 

posite sign, but are generally much 

smaller because the energy denomina- 

tors in perturbation theory are much 

larger. Typically, the energies of mani- 

folds J+1 lie at several thousand wave- 

numbers, While excited states of the 

same J may be separated only by ten to 

a few hundred wave numbers. Effects 

involving the latter are therefore gen- 

erally dominant, but two exceptions are 

mentioned below. 

For magnetic ions not at a site of cubic . 

symmetry, the effective nuclear Zeeman 

interaction becomes anisotropic, and for 

nuclei with I > 1, there may be an ap- 

preciable nuclear quadrupolar interac- 

tion from quadratic effects of the mag- 

netic hyperfine interaction [14]. Such 

effects occur also for 3d ions, but are 

more important for lanthanide ions, 

where the crystal field splittings tend to 

be smaller, and the hyperfine interaction 

larger. 

In electron spin resonance (ESR) using 

a large magnetic field, electronic transi- 

tions are strongest in which the nuclear 

magnetic quantum number m, does not 

change. The frequency is displaced by 

the hyperfine interaction, but does not 

directly involve the nuclear Zeeman in- 

teraction. At lower frequencies compa- 

rable with those of hyperfine interac- 

tion, transitions in which mz changes 

are allowed, and the resonant frequen- 

6 

cies are then displaced by amounts pro- 

portional to the nuclear Zeeman energy, 

including the “enhanced nuclear 

Zeeman effect". However, the latter is 

determined more directly and much 

more accurately by means of ENDOR. 

A simple illustration is given by the de- 

tailed measurements [15] on the stable 

samarium isotopes of mass 147, 149 in 

(La, Sm) Cl3. The crystal symmetry is 

hexagonal, and the trivalent samarium 

ion (configuration 4f>, 6H) has a num- 

ber of levels relatively low in energy. 

The electronic ground state is a Kramers 

doublet, and the enhancement of the 

effective nuclear magnetic moment is 

anisotropic. In fact it is positive for 

magnetic fields normal to the symmetry 

axis, but negative for fields along this 

axis, because effects from excited states 

of J are then dominant. The second or- 

der contribution to the nuclear electric 

quadrupole interaction was also deter- 

mined. 

Similar terms arise also for an electronic 

singlet, and were first derived [16] for 

the trivalent europium ion, 4f6, for 
which the ground state is J = 0. Matrix 

elements to the first excited state J = +1 

give a negative contribution that nearly 

cancels the true nuclear Zeeman effect 

for the singlet. For other ions the en- 

hancement is generally positive, and 

greatest when there are matrix elements 

to a low lying crystal field level; the 

anisotropy may be large. An enhanced 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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NMR signal can sometimes be followed 

up to temperatures at which excited 

levels are populated, if there is rapid 

relaxation between the electronic levels; 

the measured parameters are then ther- 

mal averages. Results for a range of in- 

sulating compounds with axial or cubic 

symmetry are summarised in section 5. 

4. MEASUREMENTS ON 

CONDUCTING COMPOUNDS 

Following the suggestion of Al'tshuler 

[17] of magnetic cooling by substances 

with singlet electronic ground states, 

several investigations began on_ inter- 

metallic compounds [18] with conduc- 

tion electrons, for which thermal contact 

should be much better than with insula- 

tors. Compounds of the ions !41Pr or 

169Tm were chosen to minimize ex- 
change interaction, assumed to vary as 

(gy-1)[JU+1)] 2. Nevertheless, many 

were found [18] to order at liquid he- 

lium temperatures. In general, thulium 

compounds showed larger enhancement 

[19], but the nuclear moment is small 

(Table 2) and I=1/2; for Pr, with a 

larger nuclear moment and I = 5/2, it is 

much easier to remove a large fraction 

of the nuclear entropy in fields of a few 

tesla. 

Two examples are PrCus, which is hex- 

agonal but shows ferromagnetism below 

~50 mK [20], and PrTl, [21]. The latter 

Portgal Phys. 21, 1/2, pp.1-14, 1992 

is cubic, and could be cooled to 1.6 mK; 

extrapolation suggested that ferromag- 

netic ordering would set in at about 1 

mK. Conventional magnetic measure- 

ments were used; other early results are 

surveyed by Teplov [22]. 

Some conductors with the cubic NaCl 

structure [23] were investigated by 

NMR. In compounds without cubic 

symmetry, the enhancement is often 

highly anisotropic, and single crystals 

are needed. The nuclear resonant fre- 

quencies have been measured for the 

hexagonal compound PrNis. The en- 

hancement factors at 1.2 K [24] are 6.56 

and 13.13, parallel and perpendicular to 

the symmetry axis. The corresponding 

resonance frequencies are 82 and 164 

MHzT-!, calculated from y;/2n = 12.5 

MHzT-!. [Enhancement factors have 

_ often been quoted without specifying 

- the unenhanced value; for praseodym- 

ium, the most recent value is 12.93 

MHzT-!]. In this compound the quad- 
rupole splitting parameter P/h is not 

more than 0.6 MHz, considerably less 

than P»/h =~+4 MHz, calculated from 

eq. (11). Since Pj/h is estimated to be 

-0.66 MHz, the lattice contribution P3/h 

must also be negative. 

The small value of P/h is an advantage 

for magnetic cooling. After adiabatic 

demagnetisation [25] from a field of 6 T 

at temperatures between 10 & 29 mK, 

0.2 mK was reached, though ferromag- 

netic order sets in at 0.40(2) mK. The 

7
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enhancement factor measured for the 

randomly oriented sample is 12.2(5); 

this corresponds to a resonance fre- 

quency of 159 MHzT-!, rather higher 

than the mean value of 137 MHzT™!, 
derived from the resonance values for 

the single crystal. The discrepancy may 

arise because the sample was not com- 

pletely random in orientation, or from 

small induced moments on the nickel 

ions, that contribute to the bulk suscep- 

tibility but do not affect the nuclear 

resonance frequencies. 

The classic compound for magnetic 

cooling was cerium magnesium nitrate, 

CepMg3(NO3) 1, 24H,0, for which the 

lowest temperature reached after de- 

magnetisation is about 3 mK. The elec- 

tronic entropy is Rln2, but the nuclear 

entropy of PrNis is Rln6; this makes it a 

useful substance for magnetic cooling 

into the sub-millikelvin range. With it 

as a first stage, and metallic copper as a 

second stage, a temperature of 0.027 

mK has been reached after adiabatic 

demagnetisation [26]. 

5. MEASUREMENTS ON INSULATING 

COMPOUNDS 

The first investigations on insulating 

compounds began [27] at Kazan in 1967 

with hydrated praseodymium sulphate, 

followed by other single crystals grown 

from aqueous solution. A wide range of 

results has been reviewed recently by 

Aminov and Teplov [28]. The discus- 

sion below is mainly limited to meas- 

urements in Oxford on tetragonal crys- 

tals with the zircon structure, together 

with the elpasolites (cubic at room tem- 

perature). In most cases the presence of 

singlet ground states was revealed by 

optical Zeeman spectroscopy; the data 

in Table 3 were then obtained by nu- 

clear magnetic resonance. 

In many cases the resonant frequencies 

are highly anisotropic, particularly when 

large matrix elements to a low lying 

level exist for one direction of the 

magnetic field. The NMR signal can be 

followed up to temperatures at which 

some excited levels are populated if the 

hyperfine field is motionally averaged 

by rapid relaxation between the elec- 

tronic levels. The measured parameters 

are then thermal averages; an example is 

PrVO,, where the results [29] were fit- 

ted from 1 to 20 K_ by including 

parameters for the first and second 

excited states. 

Holmium vanadate, HoVO, has been 

studied in considerable detail. The 

crystal field splittings, measured by 

high-resolution optical spectroscopy 

[30], showed that the singlet ground 

state and doublet at 21 cm™!, are nearly 
pure states: IJ,> = 10> and I+1> respec- 

tively. Application of a magnetic field 

confirmed that the former has almost no 

magnetic moment along the c-axis, but a 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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Compound = Y,/27 

PrVO4 

HoVO4 ——15(5) 

LiTtmFy —7.94(1) 

TmPO4 

TmVOq4 3450(10)* 

TmAsO4 —-706.5* 

24.5 

Y,/2n Ph 
77.62 (+)3.35(3) 

1526(3)  +25.9(3) 

245(1) , 

276 ‘ 

24 & 94 

360 & 60 

Table 3. Enhanced NMR data for insulating compounds with tetragonal symmetry. Values of (Y /27) in 

MHzT™!, and P/h in MHz. 

The ground states of TmVO, and TmAsO, are doublets, split by Jahn-Teller distortions below 2.156 K 

and 6.1 K respectively. These lower the symmetry. and there are domains; the constants marked * are es- 

timated values, extrapolated to T= 0 K. 

large moment normal to it because of 

matrix elements between the singlet and 

the doublet. 

The single stable isotope is !65Ho, with 
I = 7/2, and (unenhanced) 9.0(1) 

MHzT-!. Novel circuits for NMR ex- 
periments at 500 MHz were used [14] to 

determine the principal resonance pa- 

rameters (see Table 3); values for a 

crystal of YVO, containing 2% Ho are 

almost identical. At 1.3 K the ani- 

sotropy in the induced magnetic mo- 

ment is over 200:1, but is considerably 

less at 20 K. The contributions to the 
nuclear electric quadrupole interaction 

are estimated to be Pj/h = -35(2) 

MHz, P2/h = +35.3 MHz; since these 

almost cancel, the measured value 

P/h = (+)25.6(3) MHz implies a lattice 

Portgal Phys, 21, 1/2, pp.1-14, 1992 

contribution P3/h=~+25 MHz. The 

NMR signals are strong, because the 

enhancement applies also to the rf. 

field, provided this is in the (001) plane, 

and normal to the steady field. 

Essentially the r.f. field causes the 

induced moment to oscillate in 

direction, producing a greatly enhanced 

r.f. field at the nucleus through the 

hyperfine interaction. A further study 

[31] has provided more detail and a 

better fit between optical spectroscopy 

and NMR results. 

TmPO, [32] also shows considerable 

anisotropy (see Table 3). Changes above 

4 K were fitted to crystal field levels 

determined by optical and Raman spec- 

troscopy. The anisotropic paramagnetic 

shifts in the NMR spectrum of 3!P (I = 

9
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1/2) were found to be proportional to 

the electronic susceptibilities. 

For TmVO, and TmAsO,j the tetragonal 

field leaves non-Kramers doublets as 

ground states, but these are split by 

Jahn-Teller distortions at temperatures 

below 2.156(5) K [33] and 6.13(3) K 

respectively [34]. At lower temperatures 

the enhanced NMR frequency is un- 

usually large along’ the _ c-axis, 

particularly so for the former, since the 

doublet splitting is rather small, with a 

maximum value of 2.97(4) cm:! for 

T = 0 K [35]. Zeeman effects in some. 

excited electronic states have been 

observed in fields up to 7 T [36]. 

Elpasolite compounds with the formula 

Cs yNaLnCl¢ are cubic at room tempera- 

ture, but many undergo structural tran- 

sitions at lower temperatures. Three 

compounds with the non-Kramers triva- 

lent ions Ln = Pr, Tb and Tm have sin- 

glet states; for these, investigations by 

enhanced NMR _ [37] have revealed 

small tetragonal distortions, but 

CsyNaHoCle was shown to remain 

cubic [38]. It differs in that the ground 

state of the trivalent holmium ion is a 

non- Kramers doublet, split in second 

order by the Zeeman effect; this 

produces a __ temperature-dependent 

anisotropy consistent with the cubic 

symmetry. Below 4 K it was studied by 

enhanced NMR of the !65Ho ions, 
together with the NMR paramagnetic 

shifts of the diamagnetic Na and Cs 

10 

ions. Electron spin resonance of the 

impurity ions Gd3+, Dy3+, Er3+ and 

Yb3+, and of the holmium ion [39] has 

also been observed. The latter was 

shown to be consistent with theory [40]; 

an improved theory of the nuclear inter- 

actions was given later [41]. 

6- ENHANCED ACOUSTIC 

RESONANCE 

Longitudinal acoustic waves were used 

for enhanced nuclear resonance in a 

single crystal of PrF 3 [42] at 20-40 

MHz; much higher frequencies (0.8 

GHz) were used later for HoVOy, [43]. 

The acoustic strains produce an effect in 

third order, involving both the applied 

magnetic field and the hyperfine inter- 

action. Essentially the fluctuating 

acoustic strain modulates the direction 

of the electronic moment induced by the 

applied field; at the nucleus, through the 

magnetic hyperfine interaction, this 

produces an oscillating magnetic field, 

giving rise to resonance transitions 

within the nuclear spin system. Matrix 

elements from electric quadrupole inter- 

actions also cause transitions, but the 

intensity is smaller at a given frequency 

[44]. 

For HoVO,4, measurements were made 

with a magnetic field in the (001) plane; 

acoustic waves, propagated in this 

plane, were generated by a transducer of 

Portgal Phys. 21, 1/2, pp.1-14, 1992
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zinc oxide, grown directly onto a single 

crystal by sputtered epitaxial deposition. 

Pulses of order 100 ns duration were 

applied, the transducer being switched 

alternately from transmit to receive. 

Signals are observed from two sets of 

transitions in which the nuclear mag- 

netic quantum number changes either by 

+1, or by +2; the former are much 

stronger, and have maxima and minima 

at different orientations of the magnetic 

field. Also, the intensities are larger by 

a factor 100 for acoustic waves propa- 

gated along a [100] axis than for similar 

waves along a [110] axis. The non-reso- 

nant magneto-acoustic absorption has 

also been studied and analysed [45]. 

As in magnetic resonance with electro- 

magnetic waves, the signal intensity is 

proportional to the energy quantum and 

the difference in population of the two 

levels involved; it has contributions in- 

volving both second and fourth powers 

of the frequency. The process of ab- 

sorption of energy from an acoustic 

wave is identical with the "direct proc- 

ess" by which thermal phonons induce 

transitions in the spin — system, 

maintaining it in thermal equilibrium 

with the lattice. Rates calculated. from 

the acoustic absorption measurements 

are in marked contrast to the overall re- 

laxation rate, determined by observing 

recovery of the signal after saturation 

[46]. Between 0.08 and 1.33 K, the lat- 

ter is faster by a factor 10!3 to 1045 ata 
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field of 5 millitesla. Though transverse 

waves may give faster rates of relaxa- 

tion, this enormous discrepancy must be 

ascribed primarily to paramagnetic im- 

purities. The mechanism has _ been 

identified by novel experiments [47] on 

the enhanced holmium spin system in 

holmium vanadate, magnetized at a 

temperature of 50 mK in a field of 2 T, 

and then demagnetized to about 5 mK in 

a field of 50 mT. The results suggest 

that energy is transferred by spin-spin 

interaction to impurity ions with elec- 

tronic moments. For example, the elec- 

tronic resonance frequency of dyspro- 

sium would be 7 GHz, with a width 

1.5 GHz resulting from interactions 

with the enhanced holmium moments. 

These impurity spins "talk" to a wide 

band of phonons that transmit energy 

rapidly to the dilute liquid Helium 3 

bath at 100 mK, the last barrier being 

the Kapitza resistance at the surface. 

Such a mechanism may well account for 

the much faster relaxation rates ob- 

served directly. 

7- THE ORDERED STATE 

Most electronic paramagnetic com- 

pounds enter an ordered state at mil- 

liKelvin or much higher temperatures; 

nuclear moments order only at much 

lower temperatures (58 nanoKelvin in 

copper metal). Obviously, enhanced 

11
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nuclear magnets form an intermediate 

group. Holmium vanadate enters an 

antiferromagnetic state at about 4.5 mK, 

close to the predicted value [48]; this 

has been studied by nuclear orientation 

[49], [50] of radioactive isotope !16™Ho 

(I = 7), as well as by nuclear quadrupole 

resonance of 5!V [51]. A neutron dif- 

fraction study [52] has also produced a 

structure consistent with the proposed 

model. 

In TmVOy,, enhanced nuclear cooling 

produced no signs of ordering [53] at 

suggested temperature [33] of 0.2 mK. 

For TmPOy, a different approach was 

used - first dynamical nuclear polarisa- 

tion (60%) of the enhanced thulium 

moments by "pumping" on an impurity 

ion, Yb>+, followed by "adiabatic de- 
magnetisation in the rotating frame" 

[54], [55]. The existence of the ordered 

state was monitored through the NMR 

signal of the nucleus 3!P. 

The elpasolite CsyNaHoCl¢ is of par- 

ticular interest because its electronic 

ground state is a non-Kramers doublet 

(see above). It orders at 4.8 mK, and 

measurements of magnetic susceptibility 

and heat capacity have been made [56], 

[57]. In a neutron diffraction study [58], 

no antiferromagnetic diffraction peaks 

were observed, but enhanced antiferro- 

magnetic resonance has been detected 

[59]. A theoretical study of electronic 

and nuclear order suggests that a 

transition at about 600 mK [61] arises 

12 

from electronic quadrupole-quadrupole 

interactions. 
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ABSTRACT - Quark-antiquark states in a chiral invariant four fermion interaction lagrangian without 

confinement are investigated. We issue a warning regarding the possible existence of color bound states 

in this type of lagrangians frequently used in low energy hadron physics. Simply ignoring the color terms 

‘aS a consequence of confinement is not sufficient, since the appearance of bound color states indicates 

that the physics of confinement has also an effect at low energies. 

1. INTRODUCTION 

The original Nambu Jona-Lasinio (NJL) 

model [1] has been mainly designed as a 

mechanism to create Goldstone bosons 

via dynamical chiral symmetry breaking 

in a four fermion interaction. Many 

authors have used NJL-type lagrangians 

to describe other mesonic states as well, 

see e.g. [2-5], although no confinement 

is included. One usually argues that as 

long as the two quarks are bound, that is 

for energies below the mass of two 

quarks, confinement should not 

significantly change the results. Also, 

since the lagrangian does not contain 

confinement, one simply and arbitrarily 

disregards the color sector which, if not 

already existent in the direct terms, 

appears after fierzing. But how reliable 

is a model whose langrangian gives rise 

to color terms in which, for instance, a 

bound color state appears? We should 

not expect that confinement only 

suppresses this state without changing as 

well the physical meson masses. Just 

disregarding color terms is certainly not 

the way to mimic confinement. To see 

whether the color sector can have the 

alarming behavior of allowing for bound 

color mesons or significant strength in 

the quark-antiquark (qq) continuum, we 

* Partially supported by CRUP and JNICT (n° PMCT/C/CEN/72/90). 
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study, as an example, a simple quartic 

NJL-type model corresponding to 

thequark sector of the 't Hooft lagrangian 

[6, 7], which has been used by several 

authors [2, 4, 8]. 

It is not our intention to calculate a 

complete meson spectrum from an NJL- 

lagrangian, nor to elaborate on more 

complicated non-local interactions, but 

to concentrate upon the significance of 

the color sector in a specific case which 

serves as an example. We anticipate our 

findings by saying that there are indeed 

color bound states and strength in the qq 

-continuum in this special model. There 

is no reason to believe that other types of 

lagrangians without confinement will be 

free of this type of problems. 

In section 2 we present the general 

properties of the model and calculate the 

bound and continuum states of the color 

singlet in sect. 3 and of the color octet in 

sect. 4. Sect. 5 summarizes the conclu- 

sions, and calculational details are 

discussed in the appendix. 

2- GENERAL PROPERTIES OF THE 

MODEL 

The interaction between two quarks in 

this model is [6, 7] 

Vio= Berl l+¥e (1% (2))1-1(1)2(2) [a+ bA()A(2)] 
(1) 

with t the isospin vector, A the Gell- 

Mann SU(3) color vector and I unit 

matrices. The coefficients are a=2 and 

b=-3/8. With this interaction, the Fierz 

transformed lagrangian becomes 

(suppressing indices 1 and 2) 

2(x)="P(x)(i9-m_ Ox) + 28 6 [[POO POO? + [POO APO? + [FOOITHOO)? + [FOOY.KX))] + 
c eff 5 5 

3 46 Bear [PROD KOO) + [POIYtA PO)? + [POQITAKO))? + [POOT,APYOO!] + 
9 _ ‘i 

39 Bert UPTO py POM? + [POO yyAPOO! ] (2) 

where ¥ and ¥ are the quark and anti- 

quark fields, and the effective coupling 

Ze IS constant. Although the point 

interaction is an approximation to the la- 

grangian derived by 't Hooft, we think 

that the structure of the forces, which we 

16 

keep, is more important than their range. 

We take the current quark mass m=0. 

Calculations are done to one-loop order , 

i.e. to Hartree-Fock approximation. The 

lagrangian contains explicitly color-octet 

terms. 
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As in the case of the NJL model [1], the 

quartic interaction lagrangian is non- 

renormalizable and we take a covariant 

cutoff L for the loop momenta in one- 

loop approximation. As usual, the quark 

self-energy leads in Hartree-Fock 

approximation to the self-consistency 

equation 

2 

I-12, (4+ 2. 2 
4n2 =e = qui Bo men) 

. (3) 

with the dimensionless quantities g = 

Lere-m? and A? = L/m* where the factor 12 

arises from taking traces over spin, 

isospin and color matrices and from the 

coupling. In addition to the self 

consistency equation, the cutoff and the 

quark mass are related through the 

expression for the weak decay constant 

f= 93 MeV of the pion, calculated the 

same way as in the NJL model [9-11] 

3m? 2 
fgg = gud [ In(14A2) - Tl (4) 

3- COLOR SINGLET STATES 

We proceed to determine the poles of 

the propagators corresponding to the 

different couplings from the Bethe- 

Salpeter equation to one-loop order. The 

meson propagators have the structure 

Portgal Phys. 21, 1/2, pp. 15-20, 1992 

G; = [1-J; (p?) 1! (5) 

(omitting couplings and with p* = k*/4m?2, 

k? = square of invariant meson mass), 

where J; (p”) is the fundamental qq-loop 

for the i-th type of meson and 1 stands 

for the self consistency eq. (3). In 

analogy to the NJL model, the pion 

emerges as a Goldstone mode in the 

course of dynamical breaking of chiral 

symmetry, and the _ scalar-isoscalar 

meson appears as a qq bound state with 

mass 2m, at the threshold of the qq- 

continuum, with the qq-loops J, and J, 

given in the appendix. 

The residue at the pole of Gy, is the 

square of the strength (henceforth al- 

ways denoted as strength) of the 1-qq 

coupling and is given by m?/fz. In the 

case of the scalar-isoscalar mode, the o- 

qq_ strength is calculated in [12] and 

reduces to m/f for large A? . In the qq- 

continuum p*>1 the strengths S, of the 
pseudoscalar-isovector and _ scalar- 

isoscalar modes are related to the cut of 

J, along the imaginary axis. 

The pseudo scalar-isoscalar mode is not 

a bound state (see appendix). A 

numerical test shows that the scalar- 

isovector mode has no pole for cutoffs 

42> 0.1. As in the NJL-model, only two 

bound states appear, the pion and the 

scalar-isoscalar, for any value of the 

cutoff. For 42 = 3.7 (corresponding to m 

= 386 MeV), a value taken in previous 

works [11,12], all other mesons have 

ii
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their strength distributed in the qq- 

continuum [12]. The corresponding 

strengths are given in the appendix. 

4-COLOR OCTET STATES 

We turn now to the discussion of the 

color octet. The o,,, terms lead to vector 

modes in the Bethe-Salpeter equation to 

one-loop order. Similarly to [11], the 

vector-isoscalar mode has never a pole, 

also in the color sector. However, the 

vector-isovector mode shows poles. 

whenever the cutoff A? <1.5, correspond- 

ing to quark masses m > 600 MeV. 

Another pole appears for the 

pseudoscalar-isovector octet for A? < 0.2 

or m>2700 MeV. The other octet modes 

have no poles. We observe that the dis- 

turbing poles appear here at constituent 

quark masses larger than the commonly 

used value m = 300...400 MeV. 

We find that there is some strength in 

the qq-continuum (see expression in the 

appendix). We checked numerically that 

the strength of the scalar octet states is 

smaller than that of the corresponding 

singlet sates (see table 1). We note that 

the 't Hooft lagrangian favors the color 

singlet states to a certain degree, except 

for the vector-isovector mode, which 

does not exist in the color singlet. To 

suppress the color octet states com- 

pletely, one would of course need to in- 

clude confinement. 

  

  

  

Mode Singlet Octet Ratio 

Singlet/Octet 

Scalar-isoscalar 9.97 1.01 9.91 

Pseudoscalar-isovector 10.20 1.34 7.61 

Scalar-isovector 0.88 0.19 4.63 

Pseudoscalar-isoscalar 0.67 0.22 3.12 

Vector-isovector 0. finite oo 
  

The integrated strengths in the singlet and octet modes (including residues of 

  
poles in the singlet) and their ratios, calculated using the cutoff 4? = 3.7. 

5- CONCLUSIONS 

Our intention was to exhibit the short- 

comings of NJL-type models without 

18 

confinement used in low-energy hadron 

physics. We do not adhere to the com- 

mon opinion that simply ignoring the 

color terms in the lagrangian is sufficient 
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as a consequence of confinement in the 

low-energy range, since the appearance 

of color bound states indicates that con- 

finement should also act down to ener- 

gies below twice the quark mass, the 

threshold of the qq-continuum. There- 

fore, one should expect that physical 

(uncolored) bound states are also af- 

fected by confinement. In the special ex- 

ample considered, color bound states 

appear only for constituent quark masses 

larger than the frequently used values of 

m = 300...400 MeV, and the strengths of 

color mesons are somehow suppressed 

as compared to the color singlet mesons 

with the same quantum numbers. How- 

ever, there is no guarantee that in other 

NJL-lagrangians color bound states 

could not appear for the usual quark 

masses. Also, the quark mass values of 

m = 600 MeV at which a bound color 

vector mode starts to appear in this study 

is dangerously close to the usually ac- 

cepted value. The suppression of color 

meson strengths is not very strong and 

could also get worse in other models. 

This, however, might be acceptable 

since confinement really does act in the 

qq-continuum. 

6- APPENDIX 

In the color singlet, the qq-loop expres- 

sions for the pseudo scalar-isovector (7) 

and scalar-isoscalar (6) modes are: 

Portgal Phys. 21, 1/2, pp. 15-20, 1992 

42 1 

» _ I2gp ly + p2U-x?)+1J 
In )="gah Soyy J Ty + pre D+l? 

© 0 (Al) 

  

2 1 

13 2(1-x?) -1] Ig(p?) = 89 fayy fo ly + p7(1-x?) 

Oo 

  

4n? * Ty + p2(x?-I+1?? 

‘ (A2) 

The integrals in (Al) and (A2) are ex- 

plicitly evaluated in ref. [12]. The corre- 

sponding strengths in the qq-continuum 

are given by 

S; (Pp?) = 2ge¢¢ Im[(1-J; (p?))"!], i= 1,0 (A3) 

The pseudoscalar-isoscalar mode is not a 

bound state, since the corresponding qq- 

loop has the opposite sign of J, (p”) and 

is therefore always negative, implying 

that there is no pole in the propagator, 

see eq. (5). The respective strength in 

the continuum has the form 

S,, 7) = 2ge¢¢ Im[(1-J, (P?)""] (AA) 

The scalar-isovector mode has a qq-loop 

equal to the negative of the scalar- 

isoscalar loop J, (p?) . Its strength in the 

continuum is calculated as 

S5(p) = 2ger¢ Im[(1+J, (p?))"!] (AS) 

In the color octet, the pseudoscalar- 

isoscalar octet mode is not a bound state, 

19
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since the corresponding expression for 

the qq-loop J,, is proportional to the 

negative of J,. The qq-loop of the scalar- 

isoscalar mode is J, = Jo/16; Jg in turn 

has its pole at p=1 the maximum 

allowed value. Hence to find a pole, p? 

would have to be grater than one, since 

J, is monotonically increasing with p?. 

We determined numerically the non- 

existence of bound states for the scalar- 

isovector mode of the color octet with 

qq-loop Js, . The pseudoscalar-isovector 

octet with qq-loop J,, has also no pole 

for 4? > 0.2, which corresponds to quark 

masses smaller than 2700 MeV, ac- 

cording to eq. (4). 

The expressions for the strengths in the 

color octet related to the scalar-isoscalar 

(oA), pseudoscalar-isovector(xA), scalar- 

isovector(6A) and pseudoscalar-isoscalar 

(nA ) modes are given by 

3 1 
Son ©”) = 76 Sete IL ~ FE Jo (71 

Sn (02) = iter ng Jy (97))"1] 

Seq (*) = ' foil J, (P*))""] 

Sya 0?) = [ 76 eetf Im[(1 + 76 a x ())""] 
(A6) 
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ABSTRACT -From the structural study of Fe-Si alloys with 75 wt.% Si it was possible to detect, beyond 

the well recognized phases - Si, FeSi, (a and B), Ca-Si, Fe-Si-Al, Ca-Al-Si-a quaternary phase 

Fe-Al-Si-Ca isotypic with a-Fe, ,Si, (leboite) which we designate as "Caalsifer" from the chemical 

constitution. 

By comparing the X-ray intensities diffracted by "o-Fe,_,Si," phases with the corresponding 

values calculated on the basis of various chemical-structural models, the composition 

(eg gAlo 149 1) Gig.gCag>). was assigned to that phase. 
" 

A mechanism for the structural transition Gf "FeSi," is suggested based on crystalchemical data of 

these phases. We suggest an explanation for the hindering of such structural transformation in these al- 

loys and for the properties of the quaternary phase Caalsifer. 

1 - INTRODUCTION properties, beyond playing an important 

role in the leaching treatment for silicon 

Studies on the metallurgical structures of 

iron alloys, namely of ferro-silicon al- 

loys, are not frequently available, a fact 

that may be due to the assumption that 

these alloys are produced to be remelted 

and, therefore, their physical metallurgy 

is of minor importance [1]. However, 

the phase composition of ferro-silicon 

alloys may significantly affect some 

Portgal Phys. 21,1/2, pp. 21-30, 1992 

extraction. 

Fe-Si alloys contain, besides iron and 

silicon, minor elements, like Al, Ca, Ti, 

Cr, V, Mn. The fundamental chemical 

components, likely to give rise to 

changes in the constitution of the main 

phases are Fe, Si, Ca and Al. The other 

elements found in minute percentages 

are dispersed in the dominant phases. 
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Structurally, these alloys are essentially 

a composite formed by silicon metal, 

iron dissilicide (an intermetallic phase 

with nominal composition FeSiy) and 

some "spurious" phases (Ca-Si, Fe-Si-Al, 

Ca-AI-Si) which contain other impurities 

[2]. 

Gibbs phase's rule (P+F=C+2) does not 

hold, since alloy solidification takes 

place outside the equilibrium conditions. 

The number of observed phases is then 

higher than expected for an essentially 

quaternary system (Si, Fe, Al, Ca). The 

presence of trace elements and the large 

span of percentages of main elements 

(Fe+Si versus Al+Ca) give sporadically 

rise to the appearance and local concen- 

tration of phases with minute dimen- 

sions. 

The growing demand of high grade 

silicon metal together with the high 

level of energy-consumption associated 

to the electrometallurgical process of 

refining, have led to the development of 

an alternative hydrometallurgical treat- 

ment for ferro-silicon alloys with 75 wt. 

% Si. 

The leaching efficiency depends criti- 

cally on the access of the leaching agent 

to those intermetallic phases. The corro- 

sive attack by this acid solute must give 

rise to an early disintegration of the al- 

loy and dissolve the impurities (Fe, Ca 

and Al) to the desired level, leaving the 

less contaminated and chemically stable 

silicon grains unaltered [3]. Conse- 

22 

quently, the ferro-silicon microstructure, 

its fracture, intra and inter-phase residual 

stresses will be important factors to take 

into account when the hydrometallurgi- 

cal process is optimized. 

2 - CRYSTALCHEMISTRY AND PHYSI- 

CAL PROPERTIES OF "FeSi," PHASES 

In the silicon rich region of Fe-Si phase 

diagram, two structural forms of the in- 

termetallic compound "FeSi," exist be- 

yond silicon: the a phase, usually called 

"leboite", stable at high temperature, and 

the low temperature B phase. 

The high temperature a phase, exhi- 

bits a non-stoichiometric composition 

"Fe;_,Si7" and has a tetragonal crystal 

symmetry with parameters a = 2.68 A 

and ¢ = 5.134 A, space group P4/mmm, 

with iron in the equivalent position 

1(a) (0,0,0), silicon in 2¢n) + G-> 2) and 
a positional parameter z = 0.27 [4]. 

The Si-Si interatomic distance is 2.36 A 

along the quaternary axis. Parallel to 

(001) there are quadrangular layers of Fe 

atoms with interatomic distances Fe-Fe = 

2.68 A , similar to those found in the 

metal [5,6]. Fe atoms are almost 

cubically surrounded by eight Si atoms 

at a distance of 2.35 A , and by four Fe 

atoms in the (001) plane at z = 0 and ata 

distance of 2.68 A . However, the actual 

situation is more complex because the Fe 

sublattice contains 13-23% vacancies, 
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which means that there is no real equiva- 

lency of all the Fe atoms in the com- 

pound [7]. The nearest neighbours of 

silicon are four Fe atoms at a distance 

of 2.35 A and six Si atoms at 2.36 A 

(1), 2.68 A (4), and 2.77 A (1) [4]. 

  

Coordination of Fe(Z=0} 

[8si] +4Fe 
2.35A 268A 

@ — Fe atoms 

Fe and Si coordinations in the structure 

of a-Fe;.,Siy phase are represented in 
Fig. 1. The structural characteristics of 
this phase determine, as a result of the 
above mentioned Fe layer, the bidimen- 

sional character of its physical proper- 

ties. 

  

Coordination of Si(Z) 

[1si+cFe] tS 

~235R 2885 

O-— Si atoms 

Fig. 1 -Coordination of Fe and Si atoms in O-Fe}_, Si9 structure. 

The stoichiometric B phase has an 
orthorhombic crystal lattice — with 
parameters a = 9.8795 + 0.0005 A; 
b = 7.7977 + 0.0003 A ; ¢ = 7.8392 + 0.0003 A 

[8], Cmca space group symmetry, and 
contains 48 atoms per unit cell (16 Fe 
and 32 Si) [9]. This phase has an atomic 
arrangement corresponding to a severe 
distortion of fluorite (CaF ) structure 
type, with two kinds of deformed 
[FeSig] cubes, with Fe atoms in their 
centers, identified by I and II but in 
crystallographically distinct equivalent 
positions (Fig. 2). 
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Si atoms occupy two crystallographi- 
cally identical mono-variant equivalent 
points with distinct positional z parame- 
ters, (Siy and Siyy). Si-Si interatomic dis- 
tances are comparatively more homoge- 
neous (2.51 - 2.59 A) in [FeySig] cubes, 
while in [Fe;Sig] cubes such distances 
give rise to long (3.56 A) and short 
(2.45 A) edges. Consequently, Fey 
atoms are geometrically surrounded by 
Si in a more regular way than Fey 
atoms, a feature clearly apparent in the 
Mossbauer spectrum of B phase [8]. 
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Fig. 2 - Fe coordination in B-FeSi structure. 

Si atoms are in an approximately tetra- 

hedral coordination, being surrounded 

by two Fe; and two Fey atoms. This 

coordination geometry approaches that 

of Si atoms in silicon "metal" and is 

quite different from that found in 

o-Fe;_,Siz phase, where each silicon 

atom is surrounded by four iron atoms 

and by ‘another silicon atom at a 

short distance (2.36 A ) plus (1+4)Si 
atoms at larger distances (2.77 A+2.68 

A). 
The Gf transition of FeSiz takes place 

during the cooling of the ferro-silicon al- 

loy, at a temperature close to 1210K, 

changing from a metallic behaviour at 

higher temperature to a semiconductor 

behaviour at lower temperature [10]. 

The technical importance of FeSiy 

arises from the thermoelectric properties 

of B phase, and also from its electric 

properties that show at T, a metal- 

nonmetal transition. According to an 

24 

energy band model, this transition is 

related to the occurrence of vacancies in 

the Fe sublattice, and therefore it is not a 

true metal-nonmetal transition in the 

usual sense [11]. B-FeSiy is a semicon- 

ductor compound of n type when doped 

with cobalt and of p type if doped with 

aluminium impurities. 

3 - CONTRIBUTION TO THE MECHA- 

NISM OF ap "FeSi2" STRUCTURAL 

TRANSITION 

The mechanism of the af transforma- 

tion was explained by some previous au- 

thors within a structural [12,13] or crys- 

tallographic [14] framework, but it may 

also be explained using crystalchemical 

data. 

a-Fe,_,Siz is grown from a_ liquid rich 

in silicon ; however, owing to the large 

amount of iron present, during the so- 
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lidification of this phase, Si atoms do not 

occur in a tetrahedral configuration 

characteristic of the "metal". A tetrago- 

nal Fe-Si phase is formed with two con- 

secutive Si layers, alternating with one 

Fe layer, and as a result, each Si atom is 

linked to another Si atom at a short dis- 

tance (2.36 A) close to the Si-Si distance 

in the metal (2.352 A). This phase can 
easily accommodate some chemical el- 

ements (impurities) which are present in 

the liquid phase, due to the variety of 

chemical bonding: quasi metallic for Fe 

atoms and intermetallic for Si atoms. 

On the other hand, the structure of 

O-Fe;_,Siz7 seems to have a "memory 

effect", causing an atomic rearrangement 

are not bonded to each other, but tetrahe- 

drally surrounded by Fe atoms, in an 

environment geometrically similar to 

that of Si "metal". The plane of Fe atoms 

in the & phase separates into two levels 

during the structural rearrangement, thus 

breaking the Si-Si double layer and 

giving rise to alternate [Si7-Fe-Si7-Fe] 

layers in B phase. Physical properties 

displayed by these two FeSiy phases 

agree with this mechanism, the a phase 

exhibiting metallic behaviour due to Fe 

quadrangular layers identical to those 

present in iron metal. Conversely, B 

phase exhibits semiconductor properties 

similar to those of metallic silicon. 

(001) and (100) planes of a and B 

  

  

  

  
  

  

                              

leading to the stoichiometric _ or- phases respectively, are represented in 

thorhombic type (B-Fe,_,Siz), where Si Fig. 3. By comparing lattice parameters 

layers alternate with half-filled Fe it is clear that ag=2c, — and 

layers. In this new structure the Si atoms bg=cg~2V/2aq : 

unit cell 

A | 
a 0 ay 

yuyt ® e e @ ~ = @ 

Y bh 

O26 8 e e ® 

® e Ct) ® 6 7 ® \ 

@ e e @ e e 

e e e@ e ® e @ 

(001) (100) 
* e— Fe atoms PB 

Fig. 3 -Sketch of (001) and (100) planes of o and B phase, respectively, at the level of Fe layer. 
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4- EXPERIMENTAL RESULTS 

A structural characterization by X-ray 

diffraction (XRD) and microstructural 

observations by scanning electron mi- 

croscopy (SEM-EDS) were performed 

on four alloys with 75 wt. % Si and 

other chemical elements. 

X-ray diffraction patterns (XRPD) were 

recorded in a non-automated Phillips 

powder diffractometer under optimized 

instrumental conditions, namely a 

curved graphite crystal monochromator, 

small aperture slits and a scanning speed 

of (1/4)? 20.min!. The following 
phases were found: a-Fe,_,Siy (tetrag.), 

B-Fe_,Siz (orthorh.), CaAl)Si; 5, CaSiz 

and Al-Fe-Si. 

A distinct asymmetry in the 

"O-Fe;.xSi7" X-ray reflections was 

detected which was tentatively ascribed 

to the presence of calcium and 

aluminium impurities in solid solution. 

This would imply the coexistence of the 

major &-Fe;_ySiy phase (practically free 

from Ca and Al) with domains 

containing a minor Al-Si-Ca phase plus 

a quaternary Fe-Si-Ca-Al __ phase 

isostructural with o-leboite. 

The crystalchemical model could explain 

the presence of such quaternary Fe-Si- 

Ca-Al phase, in view of the structural 

similarity with the binary phase o-Fe,_ 

xSlz [15]. In fact, the domains with 

quaternary composition, observed by - 

SEM-EDS and which do not correspond 
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to an explicit phase in the XRPD pattern, 

can be related to the asymmetry effect 

just mentioned. 

The equidistances (d,A) of hkl reflec- 

tions of FeSiy phases were calibrated 

against coexisting silicon as an internal 

standard. 28 reflections observed for 

"Q-Fe,_xSip" phases (binary and quater- 

nary) were recorded at least three times 

each , and _ the mean value of the areas 

under the peaks were used as a weighing 

of the intensities of the X-ray spectra. 

The two FeSig "phases" with tetragonal 

structure and slightly different lattice 

parameters turned out to be very 

important. The presence of _ this 

quaternary phase has implications on the 

hydrometallurgical treatment of indus- 

trial Fe-Si alloys, which will be more li- 

able to chemical attack due to internal 

stresses. Its presence could, therefore, 

benefit the hydrometallurgical process- 

ing of ferro-silicon alloys for silicon 

production. 

§ - STRUCTURE AND COMPOSITION OF 

THE QUATERNARY PHASE Fe-Al-Si-Ca 

Four different structural models were 

considered for the structural analysis of 

the quaternary phase and calculation of 

the structure factors. These models differ 

due to the nature and distribution of 

substitutional impurities (Ca and Al) and 

other structural defects (vacancies): 
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model I - stoichiometric FeSiy ; model II 

- non-stoichiometric, with 20% vacant 

iron sites (Feg gSi); model III - still 

defective, with some aluminium replac- 

ing iron and some calcium substituting 

for silicon, with the formula 

(Feo gAlo,199,1)(Sig,gCao,2)2; model IV 
-stoichiometric, with calcium partially 

replacing silicon, with the formula 

Fe(Sig gCag 2)2. 
For each model three hypothetical values 

of the positional z parameter of the 

equivalent position 2(h) occupied by Si 

atoms were deduced. This parameter in- 

fluences directly the Si-Si interatomic 

distance in Q-leboite crystal structure, 

being therefore sensitive to any exten- 

sive replacement of silicon in the ideal 

structural models. 

The discrepancy factor (R %) of each 

model was obtained by comparing the 

intensities diffracted by -Fey_,Si> 

phases to those calculated from the pro- 

posed model. The best (minimum) 

discrepancy factor is attained for model 

III - (Feg gAlg 199.1 ) (Sio.gCag.2)2_ and 
z close to 0.28 (R = 18%). Consequently 

the quaternary phase detected in this 

study will have a_ tetragonal crystal 

structure similar to a-leboite, with 

unit cell parameters a = 2.69 (0) A, 

c = 5.1 (9) A. We called this phase 

"Caalsifer" [16] in order to _ stress its 

quaternary constitution. 

A high R value relating observed and 

calculated intensities for model III is ac- 
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ceptable in view of the reduced number 

of reflections used for the structural 

analysis (necessarily performed over the 

industrial composite) and given the low 

concentration of iron dissilicide in these 

alloys. The structure model of the 

Caalsifer phase is shown in Fig.4. 
Si(Ca) 

aN 

oN SA Fe(Al) 
Z "\ fo 
—— 2.358 

nN t \ 4 

  

  

  
          

  

py 47 
Sey 

2.36R 

O 2.694 

de a e- 
o ce Peas ------@----- e--- 

@ — Fe atoms 

O — Si atoms 

Fig. 4 -Structural model of Caalsifer phase. 

6- HINDERING © MECHANISM OF 

a—B"FeSi2" STRUCTURAL TRANSITION. 

The structural study of Fe-Si alloys with 

75 wt. % Si shows that the formation, 

during cooling, of the stable phase at 

room temperature B-FeSi, (orthorh.), is 
intrinsically associated to the 

precipitation of binary phases Ca-Si and 

ternary Ca-Al-Si and Al-Si-Fe phases. 

Even in alloys with similar content of 
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impurities (Ca and Al), the amounts of 

these spurious phases are clearly lower 

when the high temperature phase 

O-Fe;_,Sig (tetrag.) remains metastable 

at room temperature, e.g., when 

domains of the binary phase a-Fe,_,Siy 

coexist with the quaternary phase, 

(Feg gAlo, 199.1) (Sig.gCao.2)2- 

(101) is _ 
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It was checked that the af transforma- 

tion was effectively hindered by the 

formation of the quaternary phase [17]. 

The presence of useful impurities in the 

right amounts allows the stabilization of 

the quaternary phase and prevents the 

formation of the stoichiometric com- 

pound B-FeSiy (Fig. 5) which is stable 

at low temperature. 

Si 

(111) 

Ca
-A
l-
Si
 

B
-
F
e
 

Si
, 

  

Fig. 5— XRPD patterns (Cu Ka radiation) and phase identification. 

Actually, when B phase precipitation is 

observed, the content of impurities in the 

remanent phase is reduced and several 

extra compounds are formed - binary 

Ca-Si and ternary Ca-Al-Si and Al-Fe-Si; 

on the other hand, for alloys where the a 

phase is abundant at room temperature, 

the precipitation of B phase is not 
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significant and the content of extra 

phases is attenuated. 

It was inferred that the joint incorpora- 

tion of two elements with different 

structural functions - Ca and Al-in a- 

leboite structure, improves the stability 

of this phase, preventing the o-6+Si 

eutectoid transformation to take place. 

Portgal Phys. 21, 1/2, pp. 21-30, 1992



  
  

Margarido, F. et al., Properties of the "Caalsifer” in Fe-Si alloys 
  

7 - CONCLUSIONS 

In spite of the low concentration of 

quaternary phase Caalsifer in ferro-sili- 

con alloys, and of the reduced number of 

measurable reflections in the X-ray 

diffraction pattern, the discrepancy fac- 

tor obtained in the present structural 

study suggests that, beyond the normal 

O-Fe;.,Siz phase, domains of defect 

concentration are present containing 

a Fe-Si-Ca-Al phase, isostructural with 

a-leboite, with approximate formula 

(Fep gAlg 1549. 1)(Sip. gCap.2)2. A relevant 

conclusion is that Al replaces Fe, whose 

sublattice still keeps vacancies while Ca 

replaces preferably Si. 

The positional z parameter of Si/Ca 

atoms will be close to 0.28 (0.27 for 

a-leboite). Taken together with the in- 

crease in lattice parameter c it implies 

that both interatomic distances Fe-Si(Ca) 

and Si(Ca)-Si(Ca) will increase . 

On the other hand, the fact that the lat- 

tice parameter a does not change, im- 

plies that the Fe(A1)-Fe(Al) distances are 

kept approximately constants. This is in 

agreement with the close atomic dimen- 

sions of the two metals, Fe and Al. 

It is then confirmed that in industrial Fe- 

Si alloys where a high amount of impu- 

rities and a proper Ca/AI ratio occur, a 

quaternary phase isotypic with 

a-leboite (FeSiz tetrag.) will be present. 

The importance of the quaternary phase, 

whose structural study was done under 

Portgal Phys. 21, 1/2, pp. 21-30, 1992 

particularly unfavourable conditions, 

makes it necessary that laboratory syn- 

thesis of alloys with this phase clearly 

dominant should be made, in order to 

achieve the desirable crystal structure 

refinement. 
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ABSTRACT -The main features of the charge density distribution in the hexagonal Laves phase FeBeo 

have been deduced from preliminary studies based on X-ray diffraction measurements carried out at room 

temperature in one single crystal. 

Thermal and positional parameters were obtained from a spherical refinement of high order data; 

final agreement factors R=2.1% and Ry=2.5% were obtained. Difference density maps were calculated us- 

ing these refined values. Finally the results are summarized and briefly discussed. 

1 - INTRODUCTION 

The structure of Laves phase compounds 

with stoichiometric composition AB» can 

be described in terms of the stacking of 

triangular nets of A and B atoms be- 

tween Kagamé nets of B atoms. Different 

possibilities for this stacking give rise to 

distinct structural types, namely the 

MgZnz (C14) and MgNi» (C36) hexago- 

nal structures and the MgCuy (C15) cu- 

bic structure. These have been first pro- 

posed by Friauf [1] and Laves et al. [2]; a 

review of crystal and band structures and 

physical properties of Laves phases has 

been given by Sinha [3]. 

Portgal Phys. 21, 1/2 pp. 31-38, 1992 

The size of constituent atoms has been 

assumed to be determinant in the forma- 

tion of Laves phase compounds; the ideal 

ratio Ra/Rp corresponding to closest 

packing is 1.225. However, several 

Laves phases are known to exist with 

values of Ra/Rpg ranging from 1.05 to 

1.68. 

Several authors [4,5] have suggested that 

a close relationship also exists between 

the crystallographic structure and the 

electron concentration e/a. This assump- 

tion is supported by the occurrence of 

phase boundaries for the three types of 

structure at the. same values of e/a, for 

several systems investigated. 
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Electron densities in binary Laves phases 

with transition metals for which 

Ra/Rp#_ 1.225 have been determined in 

this Laboratory by X-ray diffraction. The 

deviation of Ra/Rp from the ideal value 

suggests changes in the valence of the 

constituent atoms, which should be de- 

tectable in careful electron distribution 

studies. 

The presence of two transition elements 

with rather similar atomic numbers in the 

Laves phases investigated, TiCo [6], 

TiMng [7] and TiFe, [7] is, in a way, an 

unfavourable situation when investigating . 

eventual departures from __ spherical 

symmetry. 

Therefore it was decided to carry out 

similar studies in the binary Laves phase 

FeBe with only one transition metal, the 

other constituent being a non transition 

light element. For this alloy 

Ra/Rpz = 1.129. 

2-CRYSTAL DATA AND EXPERIMENTAL 

The Laves phase FeBe has the MgZn> 

(C14) hexagonal structure, with space 

group P63/mmc. Atomic positions the 

unit cell are shown in fig.1. 

A single crystal with approximate 

dimensions (0.07x0.07x0.08)mm3__ was 
selected from the material kindly offered 

by Dr. PJ. Brown, Institut  Latie 

Langevin, Grenoble, France. 
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Fig.l - Unit cell of Laves phase with C14 

hexagonal structure: e - Fe atoms;*- Be(I) atoms; 

¥ - Be(II) atoms 

Diffraction data were collected on a 

single crystal diffractometer CAD4, using 

Mo-Ka radiation (A = 0.7017A) and a 

graphite (002) monochromator. The 

absorption coefficient of the alloy for 
this type of radiation is p=66.1cm7!. 

Lattice parameters were refined using a 

standard least-squares technique and the 

CAD4 available software, from 25 

reflections with 11.8° <20<60.5° : 

a =b = 4.2224(10)A 
c =6.8700(11)A 
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a=B8=90°; y= 120° 

A set of 6527 independent reflections out 

to sin6/A=1.1A-! in reciprocal space 
were measured at room temperature 

(29342 K) using @-20 scans. For each 

hkl, up to 24 symmetry-equivalent 

reflections were measured in order to 

evaluate and correct for absorption ef- 

fects. 

Five standard reflections were measured 

every 3 hours; maximum fluctuations of 

4% over an exposure period of 272 

hours were detected and attributed to 

variations of the main beam intensity and 

detector sensitivity. All intensities were 

rescaled against the standards in order to 

correct for this effect. 

The orientation of the sample was 

checked after measuring every 60 reflec- 

tions. Whenever the direction of the 

scattering vector was found to differ 

more than 10% from that derived from 

the UB matrix, a set of 5 reflections pre- 

viously selected was measured in order 

to re-orientate the crystal. 

3-DATA ANALYSIS 

The analysis of the experimental data was 

performed with the SDP-Plus programs 

[8] using a MICROVAX II with VMS 

operating system. 

Lorentz and polarization corrections 

appropriate to the current geometry were 
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applied to the integrated intensities. An 

absorption correction based on psi-scans 

of a few reflections with x close to 90° 

and of their geometrically accessible 

equivalents suggested by North et al [9] 

was applied to the data. Relevant infor- 

mation concerning this correction is pre- 

sented in Table 1. 

Maximum absorption correction 0.9965 

Minimum absorption correction 0.8167 

Agreement factors (F,,.) 0.042 

Table 1 - Relevant information concerning ab- 

sorption correction applied to the data. 

Averaging of equivalent reflections was 

subsequently performed, the total 

number of non-equivalent intensities 

being 441. Those average intensities for 

_ which Thkl < 30nkI > OhkI being the 

standard deviation of Ij, , were 

considered “non-observed"; 129 

"observed" reflections were thus ob- 

tained. 

A set of structure factors for the 

observed reflections were calculated 

(Foaic) assuming spherical distributions of 

atomic electrons. Anomalous dispersion 

corrections were included in the atomic 

scattering factors using data listed on 

The International Tables for X-Ray 

Crystallography [10]. Full matrix least- 

Squares refinements based on (Fop,- 

Fogic)” were performed on the observed 
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data set. A non-Poisson contribution 

weighting scheme was used, the weight 

w of each reflection being calculated as 

w = 1/(6p)? 
with 

Of = Op) /2F 

and 

O,2 = 167 + (pF*)?] 1? 

where a value of 0.04 for the instrumen- 

tal instability factor p was used to 

downweight the most intense reflections. 

Positional and anisotropic thermal pa- 

rameters Uj; together with a scale factor 

S were refined using high angle data 

which included only 89 reflections with 

[(sin@)/A] => 0.6A-! [11]. Refinements 
were carried out until a shift/e.s.d. ratio 

smaller than 0.001 was achieved for all 

the parameters. Using the structure am- 

plitudes of all observed reflections [out 

to (sin®)/A = 1.1A-!] and fixing the re- 

fined values of the above parameters, an 

extinction parameter g was independently 

refined using the approximate relation- 

ship: 

IFoaicl = !Fops! (1 + glcaic) 

derived by Stout and Jensen [12]. 

Values of the ratio Fop' /Fops for re- 
flections with W(Foaic-Fops) S$ 2, ranged 

between 1.142 and 1.003. Table 2 shows 

the results of the above described 

refinements. 

34 

Indep. refl. with I>30 129 

Indep. refl., I>3o, sin@/A>0.6 A“! 89 

Fe atom 

Z 0.06168(9) 

U,1=U22 0.00501(7) 

U2 0.00250(4) 
U33 0.00379(7) 

Be; atom 

U1 1=U92 0.00141(124) 

U2 0.00070(62) 
U33 0.00815(173) 

Bey atom 

X 0.82905(112) 

U1 0,00699(95) 
Uo 0.00666(129) 

Up 0.00333(65) 
U33 0.00620(70) 

R 2.1% 

Ry 2.5% 
g 8.90(52)* 1076 

S 0.76895(230) 

Table 2 - Positional, thermal and extinction pa- 

rameters obtained from least squares refinement. 

Anisotropic thermal parameters Uj; are 

based on the following expression for the 

"temperature factor": 

T =exp [-2n(h2a*2U + k2b¥*2U 99 + 

2ex2U33 + 2a*b*hkU ;7)] 

The anisotropy of vibrations of the light 

atoms Be(I) which are located along the 
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edges (c-axis) of the unit cell is a striking 

feature of this structure, and can be 

inferred either from a comparison of the 

magnitude of the parameter U33 with 

those of U,,;(=U 2) and Uj, or from the 

observation of the ellipsoids of thermal 

vibrations shown in fig.2 for this atom 

and (for the sake of comparison) for 

Be(iI). 

a)   

  

BEI 
‘ 4 

BE] BEL 

  

Fig.2 - Ellipsoids of thermal vibrations: 

a) Be(I) atoms; axial ratio:5.8 

b) Be(II) atoms; axial ratio:0.9 

4-CHARGE DENSITY RESULTS AND 

CONCLUSIONS. 

Fourier analysis of the observed structure 

factors was performed, the results of 

which are represented as density maps. 

The most representative of these, 

corresponding to sections of the unit cell 

through different types of atom are 

shown in fig.3. The electron density 

around the Fe (fig.3-b) and Be(II) 

Portgal Phys. 21, 1/2. pp. 31-38, 1992 

(fig.3-a) atomic positions exhibits no ap- 

parent unexpected behaviour. 
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Fig.3 - Fourier maps SF. Contour levels at 

intervals of 10 eA~3: e - Fe atoms;*- Be(1) atoms: 

¥ - Be(II) atoms. 

a)section [00.1] of the unit cell at z=0.25. 

b)section [11.0] of the unit cell. 

However, at the Be(D) positions (fig.3-b) 

the density does not have spherical 
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symmetry; instead two maxima can be 

seen, symmetrically located with respect 

to the refined atomic position. Moreover, 

the density map for section [11.0] (fig.3- 

b) shows density maxima above and 

below the triangular arrangement of 

Be(II) atoms on a line running through 

the center of the triangles and through 

the Fe atoms. These maxima correspond 

to a significantly higher density than that 

observed at the Be(II) atomic positions. 

Subsequent Fourier analysis of the differ- 

ences (SFop.-Foaic) was carried out in 

order to investigate the origin of the ob- 

served effects. The corresponding differ- 

ence maps are shown in fig.4 the signifi- 

cance level of which can be compared 

with the error maps in fig.5. The standard 

deviation of constant regions is 0.3eA-3. 

Observation of the difference maps 

shows that both the effect at the Be(I) 

positions and that occurring below and 

above the triangles of Be(II) atoms have 

disappeared. 

Hence, it appears that the correction for 

thermal motion applied to the Fj, has 

taken care of the "anomalies" observed in 

direct maps. Their origin may therefore 

be attributed to thermal vibrations per- 

haps mainly associated with the light Be 

atoms. 

It may also be argued that the models 

used for correction of absorption and ex- 

tinction in this crystal are not satisfac- 

tory. Furthermore, an eventual twinning 

effect should also be considered. 
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Fig.4 - Fourier difference maps, SF o65"Fealc: 

Contour levels at intervals of 0.4 eA-3. First 

positive contour at 0.2 eA-3. 

e - Fe atoms; * - Be(I) atoms; * - Be(II) atoms 

a)section [00.1] of the unit cell at z=0.25 

b)section [11.0] of the unit cell. 
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Fig.5 - Fourier maps_ representing — the 

distribution of errors. Contour levels at intervals 

of 0.4 eA-3. First positive contour at 0.2 eA73. 

e - Fe atoms; * - Be(I) atoms; - Be(II) atoms 

a)section [00.1] of the unit cell at z=0.25 

b)section [11.0] of the unit cell. 
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These possibilities will be tested by se- 

lecting another crystal with a different 

shape and volume, for which absorption 

and extinction effects and eventual twin- 

ning should in principle be different. 

Significant remaining features on 

difference density maps are excess dens- 

ity along the direction parallel to the 

c-axis, both between two nearest neigh- 

bour Fe atoms and between two Be(I) 

atoms. However these effects should not 

be emphasized until those much stronger, 

observed on direct maps, are fully ex- 

plained and their presence in the electron 

density from a different crystal is con- 

firmed. 
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Prrograma QUINOR, Facultad de Ciencias Exactas, UNLP, Calle 47 y 115, C.C. 962, 1900 La Plata, Argentina. 

[Received December 1991] 

ABSTRACT-The time evolution operator for the quantum harmonic oscillator with time-dependent fre- 

quency is exactly obtained as a product of unitary operators. The calculation is greatly simplified by taking 

into account the equations of motion for the coordinate and momemtum operators in the Heisenberg rep- 

resentation. 

1. INTRODUCTION 

The driven harmonic oscillator is a useful 

model for many physical systems of 

practical interest. Among them we men- 

tion lattice vibrations in solids and energy 

transfer in molecular collisions [1-3]. It is 

also suitable for teaching purposes be- 

cause the Schrédinger equation is exactly 

solvable [1,4]. 

In this paper we are interested in the 

harmonic oscillator with time-dependent 

frequency (units are used so that h = m= 

L): 

H =4p2 + Awe? (1) P+ 5 

where [q,p] = i. It is our purpose to ob- 

tain the time evolution operator U(t) 
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that satisfies the equation 

.d 
ig U=H U (2) 

with the boundary condition U(0)=1. 

The solution of Eq. (2) can be written 

U=U 1U2U3, Uj = exp(-iai(t)Aj) (3) 

where a;(0)=0 and 

A me) A me. As = ae 1=7 9° 42=5 (aptpq), 43 = 5p (4) 

because the operators Aj form a Lie al- 

gebra: 

[Ay, Ag] = 2i Ay, [Ay, Ag] =i Ad, 
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On introducing Eq. (3) into Eq. (2) we 

are led to a set of nonlinear differential 

equations that determine exactly the 

functions ay(t) [5]. Besides, nonlinear 

functions of the a's can be found that 

satisfy classical equations of motion 

[3,6]. 

It is shown in the present paper that the 

latter functions and their relationship 

with the former ones can be much more 

easily obtained from the equations of 

motion for the coordinate and momen- 

tum operators in the Heisenberg repre- 

sentation. The procedure is discussed in 

Sec. 2 and its generalization to more 

complex problems is briefly outlined in 

sec. 3. 

2. THE METHOD 

In the Heisenberg representation any lin- 

ear operator O is written 

0, = UtOU (6) 

which satisfies the well known quantum 

mechanical equation of motion 

d dO 
q O=UtZ U+iUTX,oJU 7 

In particular, for the coordinate and mo- 

mentum we have 

d 
dt St = Pr > 

40 

i 2 dt Pt =~ Wt (8) 

that lead to 

d2 

Ge It = > W7% (9) 

Since the coordinate and momentum 

form a complete set of observables for 

the oscillator we expect to obtain all the 

relevant dynamical information about the 

system from Eqs. (8). 

It is clear that the solution of Eqs. (8) 

must be of the form 

Gt = Q1() p+ Qo) q 

Py = P(t) p + Pott) q (10) 

Where Q)(0)=P2(0)=0 and Q(0)=P;(0)=1. 

On introducing (10) into (8) we obtain 

the classical equations of motion 

Qj =P;. Pj =- wQ;, j=l.2 1) 

where the dot means time derivative, or 

Q=-wQ, jal2 (12) 

Only three of the four functions Q; and P; 

are independent since [4,P;] = Ut[q,p]U =i. 

Therefore, 

P1Q9 - PoQ {= 1 (13) 

which is actually the Wronskian for the 
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two independent solutions of (12). 

In order to obtain the relationship be- 

tween the functions P;, Qi and the func- 

tions a, we make use of the results in the 

Appendix. A straightforward calculation 

shows that 

U{p Uy =P - aya. 
U4p Up = exp(-ay)p. 
Uh4q Up = exp(ag)q. 
U4q Uz = 4 + agp, (14) 

which lead to (cf Eq. (10) ) 

P= exp(-a9) - a, a3exp(a3), 

Po = - a,exp(a9), 

Qy = a3exp(ay), 

Qo = exp(ag), (15) 

Finally, the time evolution operator can 

be written 

U= 
i expteen?)exp(-$in Qa gprpa)enp(-SBLp?) 

(16) 

which is the result obtained by Pechukas 

and Light [6] through a rather more in- 

volved procedure. It is worth noticing 

that the time dependence of the wave- 

function y(t)=U(t)w(0) is determined by 

the solutions of the equations of motion 

for the classical analog of (1). 
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3. CONCLUSIONS 

The method developed in the present pa- 

per is much simpler than the methods 

reported previously [3,5,6] because a 

remarkably less number of commutators 

is required. The reader can convince 

himself by obtaining the differential 

equations for the a's from Eqs. (2) and 

(3) [3,5]. In addition to this, the 

relationship between the functions aj and 

the functions P; and Qj follows 

immediately from the form of the coordi- 

nate and momentum operators in the He- 

isenberg representation. 

It must be noticed that the phase factor in 

U cannot be obtained from the quantum- 

mechanical equations of motion. For in- 

stance, suppose that 

5 
H#= pa Hiya, (17) 

jzl 
~ where Ay = q and As = p. Such an 
operator occurs in the treatment of a 

collinear collision of an atom with a 

diatomic molecule [3]. In this case the 

time evolution operator can be written 

6 
U=T] Uj, (18) 

jel 

where A¢ = 1. Clearly, the phase factor 

Ug = exp (-iag) does not appear in q, or 
P;- However, it can be easily obtained 

from (2). For example, direct inspection 

of the terms in (i CU)Ut = % shows that 
A6 = - Asag. 
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Owing to its great simplicity the present 

procedure can be applied to more com- 

plex problems. We have obtained the 

time evolution operator for an n- 

dimensional oscillator with linear and bi- 

linear terms in coordinate and momenta 

and arbitrary time dependent coefficients 

[7]. Such a model originates, for in- 

stance, in the semiclassical approximation 

to the collision between two molecules 

[2, 3, 8]. As far as we know only approx- 

imate solutions had been tried before for 

the simplest cases [2, 8]. 

4. APPENDIX 

Throughout this paper we had to calcu- 

late expressions of the form 

B (a) = T!BT (Al) 

where T = exp(-iaA) and A and B are 

linear operators. This can be easily done 

by taking into account that 

aaP = iT! [A,B]T (A2) 

Therefore, the nth derivative of B with 

respect to a can be written 

B®) = jn 7-1B, 7, (A3) 

where 

By = [A.Bp-1], = 1,2...., Bg=B  (A4) 

42 

We are thus led to the Taylor series 

HES (ia), (AS) 

which reduces to a polynomial of degree 

n when [A,B,] = 0. As an example con- 

sider A = p2 and B=q (n=! in this 

case). 

In some cases it is easier to obtain B_ by 

integrating the differential equation that 

comes from (A3). If, for instance, it is 

found that B' = gB_ then B = e&4 B. 

This certainly happens when A = qp+pq 

and B=p or B =q. Other situations are 

treated exactly in the same way. 
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THE EMISSION MEASURE AND ULTRAVIOLET SPECTRA OF T TAURISTARS 
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ABSTRACT - We present the characteristics of the ultraviolet spectra of T Tauri stars and summarise 

the relevance of ultraviolet Astronomy and its historical development. The emission measure is 

discussed and related to the quantification of the material responsible for the observed ultraviolet 

emission. We compare the ultraviolet data for three T Tauri stars (RU Lupi, T Tauri , GW Orionis) and 

the Sun and show that the energy emitted by these stars in the temperatue range 104-5.104 K is typi- 

cally 10° times higher than the corresponding solar values. This suggests that the "young" Sun, when 

only a few 10° years old and still evolving to the main sequence, must have had a much higher 

ultraviolet flux than at the present time. 

1 - INTRODUCTION While in the infrared band the situation 

can be improved using airborne tele- 

1.1 - THE ULTRAVIOLET OBSERVATIONS scopes, for example the Kuiper Airborne 

Observatory, this procedure is not possi- 

Astronomical observations at ground ble for most bands, for instance, the 
level are limited to the narrow band of absorption of ultraviolet radiation by the 

visible radiation, 2{3250,10000] A, a ozone layer in the earth's atmosphere re- 

few bands in the infrared (A [ 2.0,4.4 ] quires ultraviolet observations to be 

made at a height above 100 Km. 

Astronomical observations in the ultra- 

violet are very important since for the 

most abundant atoms and ions , the most 

relevant radiative transitions occur at 

ultraviolet wavelengths, namely in the 

um, A[ 8,13] um, around 20 um and 

30 um) and the radio bands (mm and 

cm). Therefore most of the electromag- 

netic spectra is completely inaccessible 

even from the best placed observatories. 

44 Portgal Phys. 21, 1/2 pp. 44-54, 1992



Afonso Lima, J.J.F.G. and Lago, M.T.V.T., Ultraviolet Spectra for T Tauri Stars 
  

region A [1200,2000]A. Actually, for 
atoms and ions of H, C(,ILIII,IV), 

Sid, I],U1,1V), Mell, etc, the energy 

differences between the first excited 

level and the ground level are 5 to 10 

eV; therefore, electrons with a 

Maxwellian velocity distribution 

characteristic of temperatures between 

104 and 2105 K have sufficient energy 
to collisionally excite such atoms or 

ions that will subsequently produce 

strong spectral lines through radiative 

decay. These temperatures are typical of 

stellar atmospheres, galaxies, HII re- 

gions, planetary nebulae and _ other 

astrophysical objects that will naturally 

show a very rich ultraviolet spectrum. 

Furthermore, the absorption of the 

ultraviolet photons by the lower 

temperature materials located between 

the observer and the object, for example, 

the circumstellar and interstellar medium 

(in particular the local one, i. e., ata 

distance up to 100 parsec) or by  inter- 

galactic material will also produce 

spectral lines that will provide informa- 

tion on the properties of such material. 

The development of ultraviolet Astron- 

omy is quite recent and comprises essen- 

tially three distinct phases: 

First phase - Balloons and ___ rockets 

(Aerobee) transporting simple photome- 

ters were used in the second half of the 

1950's. 

Scanning measurements were made by 

means of rockets undergoing free 

Portgal Phys. 21, 1/2 pp. 44-54, 1992 

movement in space [1],[2],[3]. The first 

ultraviolet spectrophotometric observa- 

tions of stars [4] were made in the 

1960's; the first spectrum with enough 

resolution to allow the detection of 

individual lines dates from 1965. This 

was obtained using similar rockets now 

stabilized in 3 axis thereby allowing 

longer exposures [5]. By the end of the 

decade —_— photometric spectroscopic 

observations for some of the brighter 

stars were already available. Very short 

exposures (of the order of minutes) were 

achieved even though much _ longer 

exposures would be required. 

Second phase - This phase took place 

during the 1970's. The measurements 

were made using sattelites within the 

framework of a programme for ultravio- 

let Astronomy called = Orbiting 

_ Astronomical Observatory (NASA). 

These satellites were equipped with low 

resolution spectrometers and cameras 

sensitive in the region A[1200, 4000] A. 

In 1972, the satellite OAO-C (also 

known as Copernicus) provided very 

high resolution observations (A/AA~105) 

for very bright stars, V<6. That same 

year the first european ultraviolet 

satellite TD-1, carried out a complete 

spectrophotometric survey (wide band 

photometry 150-200 A and a 

spectroscopic survey in the 

A{2000, 3000] A) for stars of magnitude 

¥ <11, [6,7]. 
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Third phase - This is the period in 

which space observatories started to be 

used. The International _—_ Ultraviolet 

Explorer was the first ultraviolet space 

observatory operated in real time, while 

the experiments just described were 

preprogrammed. The satellite TUE 

(NASA, ESA and SERC), launched in 

1978, is equipped with a Ritchey- 

Chrétien telescope with a mirror of 45 

cm, aperture F/15 and field of =16’. It 

also has two "echelle" spectrographs, 

one for short wavelengths, A{1150, 

1950]A and another for long wave- 

lengths, A[1900, 3200]A. Both op- 

erate in two resolution modes: 

"low resolution (using only one order 

and limited to objects with V~17) with 

NAA~ 300 > Ad= 6 or 7 A, and 
"high resolution (about 50 orders, 

amplitude ~ 20A, 300 um separation, 

used for objects of magnitude up to 

V=12) with A/AA=104 > AA=0.1 to 0.3 

A. 
The IUE detectors are video cameras 

that are preceded by ultraviolet to visual 

photon converters. The image, com- 

posed of 768x768 pixels is transmited to 

earth in real time after being digitised in 

256 discrete levels of intensity. The data 

are then subjected to an elaborate se- 

quence of operations including: 

= photometric calibration for each pixel, 

"correction for non-linearity of the de- 

tector at high intensity levels, 

= wavelength calibration, 
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" weighing each element according to its 

quality, 

"correction for the background noise, 

"calibration in flux units of the system 

telescope/ spectrograph /detector. 

In this way we obtain a calibrated spec- 

trum ready for analysis. 

1.2 - T TAURI STARS 

T Tauri are recently formed stars, not 

older than a few 10° years and still 
evolving towards the main sequence. 

They are low mass stars, typically less 

than three solar masses and exhibit un- 

usual spectra. This makes their study 

very interesting, because of their intrin- 

sic properties and also from an evolu- 

tionary point of view. We aim at 

establishing a consistent image of stellar 

evolution, from the initial stages just af- 

ter the contraction of dense molecular 

clouds to the arrival of the stars at the 

main sequence. There are still important 

problems of these initial phases of 

evolution to be understood, namely the 

role of magnetic fields, the reduction of 

angular momentum and the phenomena 

of mass accretion and stellar winds. 

Related to this problem is the formation 

of the sun and solar system. The 

ultraviolet observations of T Tauri stars 

will help the characterisation of condi- 

tions prevailing in their atmospheres and 

relevant to the establishement of models 

of stellar structure and evolution. They 

Portgal Phys. 21, 1/2 pp. 44-54, 1992
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also provide a way to study the role of 

the ultraviolet radiation of the "young" 

Sun in determining the composition of 

the primitive earth's atmosphere and 

consequently the origin of the organic 

molecules that have preceded life on 

Earth ([8],[9]). We believe that T Tauri 

stars are precisely in such phase of evo- 

lution and that their study helps to un- 

derstand the conditions that might have 

prevailed in the "young" Sun. 

  

  

r (A) line 
1239-1243 NV(1) 

1301-1306 | OI(2), Sill(4) 

1335-1336 CII(1) 

1394-1403 SiTV(1) 

1548-1551 CIV(1) 

1657 CI(2) 

1697-1727 Fell(38) 

1663 OI 

1808-1817 SilI(1) 

1859 AHI(1) 

1892 SillI() 

1909 CIII(0.01) 

2318-2350 CI, Sill 

2600-2630 Fell(1) 
2795-2803 Mgll(1) 

2930-2980 Fell(60)         

Table 1-Major lines in the ultraviolet spectrum 

of T-Tauri stars. 
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1.3 - THE ULTRAVIOLET SPECTRA OF T TAURI 

STARS. 

The ultraviolet spectrum of T Tauri stars 

is dominated by emission lines, mainly 

in the region A<2000 A. The continuum 

may also be intense for some stars but 

there are no absorption lines in that 

spectral region. For A>2000 A, the 

spectrum is generally more complex and 

includes a photospheric continuum as 

well as contributions due possibly to 

numerous lines of Fell. 

The present study deals with only the 

emission line spectrum and its main 

characteristics can be summarised in the 

following way: 

"the presence of numerous emission 

lines as shown on Fig.l. Table 1 gives 

the identification of the lines, the domi- 

nant lines being of OI, CII, Sill, CIU, 

Sill, CIV, SiflV, Fell and MeglI, al- 

though with a degree of intensity vary- 

ing from star to star; the Mg II lines are 

generally very strong; 

*Fig.1, shows that concerning the level 

of activity (as shown through the 

intensity of the observed emission lines) 

there is no simple correlation between 

the ultraviolet and the optical spectrum 

of a star. 

From the ultraviolet observations it is 

possible to estimate the amount of 

material needed to produce the observed 

energy for each spectral line. This is the 

so-called emission measure. 
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2 - THE EMISSION MEASURE 

2.1 - DESCRIPTION 

The emission measure analysis was 

introduced by Pottasch [11] as a_ tech- 

nique for the study of both the solar 

transition region and corona. The first 

studies combined this method with 

observations of spectral lines in the solar 

spectrum originated at similar tempera- 

tures; as a result, it was possible to 

evaluate the relative abundances of the 

various elements associated with those 

lines. Subsequently, it became clear that 

the values of the emission measure, 

together with the equation of hydrostatic 

equilibrium, were enough to specify 

uniquely the structure of the outer layers 

of the solar atmosphere. More recently, 

with information gathered by means of 

artificial satellites (Copernicus and TUE) 

such type of analysis was extended to 

other cool stars in which emission lines 

on the ultraviolet part of the spectrum 

(therefore characteristic of — hot 

circumstellar regions) were observed. 

The determination of the emission 

measure for a_ given spectral line 

requires knowledge of the corresponding 

energy flus at the surface of the star. In 

general, for a transition between the 

atomic levels j and i, this flux may be 

written as [12] 
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Fi = -*o JNA P (HEP) 
AV 

where: 

h is the Planck's constant, 

c the speed of light, 

A the wavelength for the transition be- 

tween levels j and i, 

R the radius of the star, 

Ajj the probability of spontaneous decay, 

Y the positional vector with reaper to 

the star, 

N(7) the density of atoms (or ions) in 

the state j, as afunction of YP. 

P.(7) the probability for the photons to 

escape from the star, as a function of T; 

it has the value 0.5 if we assume that 

only those photons emitted by the half 

side of the star facing the observer con- 

tribute to the flux. 

Assuming that AV _ is the volume of a 

shell of material with spherical 

symmetry, between radius R_ and 

R+AR , with AR«R, and using as 

parameter the height h, measured from 

the bottom of the atmosphere, we get 

1 he F-oa Ss Nj(hyAjdh. (2) 

Nj can be calculated from the equations 

of statistical equilibrium. Assuming that 

the atoms are kept in equilibrium through 

Portgal Phys. 21, 1/2 pp. 44-54, 1992
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Fig. 1 - Ultraviolet spectrum for the stars RW Aur and RU Lupi. Although these two stars show very 

similar spectra in the visible region, the intensity of the different emission lines[10] of their ultraviolet 

counterparts are very different. 
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collisions and that each excitation by 

collision is followed by a radiative decay 

by which the electron returns to its ini- 

tial stage, the equation of statistical 

equilibrium takes the simple form 

N; Aji = Ni Cj (3) 

in which C;j represents the collision rate 

for electrons on level i to "ascend" to 

level j. Usually such values are not 

known. Instead, we use the dimension- 

less quantity fj, the “oscillator 

strength", whose value depends on the 

intensity of the spectal line and the num- 

ber of corresponding classical oscilla- 

tors. The values Cj; can be obtained 

from the expression of Van Regemorter 

[13], 

Cija1-7 10 NET SOK 10° OTOL Te) 
(4) 

where: 

kp is the Boltzmann constant, 

T. the electronic temperature, 

N, the electronic density, 

X the excitation energy in eV, 

P(X/kgT.) the Gaunt factor (integrated 

in energy), usually identified by the 

letter g. 

On the other hand, N; can be expressed 

as 

50 

Nu Ne] Nj yen 
where: 

Ny is the density of hydrogen, 

Ng is the density of the element in all 

states of ionisation. 

For the typical temperatures involved 

(T~105K), hydrogen and helium are al- 

most completely ionised, and we can use 

the approximation 

Nex Ny +2Nue-. (6) 

For a typical ratio Ny./Ny=1/10, this 

gives 

Ny = 0.8No. (7) 

Substituting equations (3), (4), (5) and 

(7) in equation (2), denoting by: A the 

abundance of the element (Nej/Ny), and 

dropping the indexes ij, we get 

-4 he F¥ = 6.8 10° X-lAgt [G(T,)Ne2dh 
Ah 

(8) 
were 

G(T.) =T2710° OM HTN Ny. 0) 

Pottasch [11] in his calculation, replaces 

the G(T.) within the integral by a mean 

value 
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(G(T, )) 20.7 Gyn fT (10) 

where Gmax(Tm) is the maximum value 

of G(T,). He then obtains 

F* = 2.97 10°15 Agf Gmax(Tm) {No2dh. 
Ah 

(11) 

The term 

JN2dh 
Ah 

is called emission measure (EM). It 

represents the quantity of material 

needed to produce all the energy flux 

observed in the emission line, assuming 

that the line was formed at a single 

temperature T,, corresponding to the 

maximum of the function G(T,). A more 

refined procedure would need the 

determination of the normalisation factor 

(equal to 0.7 in this case) for each spec- 

tral line, through the numerical integra- 

tion of G(T,) over a temperature range 

including T,. 

2.2 - ATOMIC PARAMETERS 

Table 2 gives the atomic parameters for 

the lines of interest in the ultraviolet 

spectrum of T Tauri stars. 

Portgal Phys. 21, 1/2 pp. 44-54, 1992 

The value of gf for line 1 is given by 

[12]; all the others were calculated by 

means of the equation [15] 

_ 6.28 10-72 
f 

g x (12) 

using the values of the collision strength, 

Q, and the statistical weight @ referred 

in [14]. In the case of ions with two en- 

ergy levels in the fundamental state, we 

use an average value of gf given by 

o,f, 2,+0,f. ane Mn Gs 
1 pA 

in which the indexes 1 and 2 identify the 

levels. 

  

line |X(A)| gf |N/Nel Tm 

1. Cll | 1335.3 }1.3 1.00 |4.0 104 

2. SiIV] 1398 |0.18 0.16 |7.4 104 
3. CIV]1550 0.23 0.25 |1.1 105 

4. Sill {1812 }0.00237] 0.91 {1.5 104 

  

              
Table 2-Atomic parameters for the relevant 

spectral lines. 

The values used for the abundances of 

carbon and silicon were 3.2 10-4 and 

6.3 10-5 respectively. The values of 

31
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N;/Ne, are listed in reference [13]; Ty, 

for the spectrum line 4 is that of 

reference [13] and the values for all 

the other lines are given in reference 

[16]. 

  

T TAURI 
  

line |Fope (erg cm ~2s7!)} F*(erg cm -2s"!) | F* /Fo |EM (cm>>)| 
  

1. Cll 6.80 10-14 

2. SilV 1.70 10-13 
3. CIV 4.60 10-13 

4. Sill 2.20 10-13       

4.34 106 6.57 102 | 1.04 1028 

8.91 106 2.47 103 | 1.76 1039 

2.08 107 3.19 103 | 2.97 1029 
8.58 106 3.62 102 | 5.18 1032         

  

RU LUPI 
  

line |Fope (erg cm ~2s7!)} F*(erg cm ~2s7!) | F* /F@ JEM (cm75) 
  

1. Cll 3.90 10°13 
2. SilV 9.10 10-13 

3. CIV 1.50 10°12 

4. Sill 1.30 10-12       
2.76 107 4.18 102 | 6.59 1028 
5.91 107 1.64 104] 1.17 1031 

9.16 107 1.40 104} 1.31 1030 
7.44 107 3.14 103 | 4.49 1033         

  

GW ORIONIS 
  

line |Fop. (erg cm ~2s7})| F*(erg cm ~2s~!) | _F* /Fo@ |EM (cm*5) 
  

1. Cll 1.50 10-13 
2. SilV 1.40 10-13 

3. CIV 2.20 10-13 

4. Sill 2.00 10-13       

9.20 106 1.39 103 | 2.20 1028 
7.68 106 2.13 103 | 1.52 1030 
futd 16? 1.70 103 | 1.58 1029 

9.27 106 3.91 102 | 5.60 1032         

Table 3 - Fluxes and emission measures for some lines in the spectrum of the T Tauri, RU Lupi e GW 

Orionis stars. 

2.3 - OBSERVATIONS 

From observations in the ultraviolet we 

can deduce the observed flux, Fop.; cor- 

52 

recting this value for the distance and 

interstellar absorption we can calculate 

the flux emitted by the star in each 

spectral line, F*. This is done using 

Portgal Phys. 21, 1/2, pp.1-14, 1992  
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where 

d_ is the distance of the star, 

A, is the interstellar absorption in 

magnitude units . 

The A, values are obtained from the 

interstellar extinction law defined by 

Savage e Mathis [17], through linear 

interpolation of the values E(A-V)/E(B-V) 

  

Hot Ay te = E(A-V/E(B-V)] (15) 

Table 3 shows the data relative to the 

stars T Tauri, RU Lupi and GW Orionis. 

For the distances and radii we have used 

values extensively quoted in_ the 

literature, respectively 160 pc, 150 pc 

and 500 pce for the distances, 6Ro, 

1.8R@ and 8.4R@ for the radii. 

  

  

log f*/f° 5 

4 

3 = 

v4 4. J 

4 5 6 

=F log T 

Fig. 2 - Distribution of the energy in the ultraviolet, for the three T Tauri stars. The corresponding 

emission of the sun is used as unity. 

2.4 - CONCLUSIONS 

Fig. 2 displays the distribution of the 

emitted energies corresponding to the 

spectral lines of the sun and of the three 

T Tauri stars, and summarises the results 

obtained through the present analysis. It 

Portgal Phys. 21, 1/2 pp. 44-54, 1992 

clearly shows that in the T Tauri stars 

the energy flux (and consequently the 

material responsible for its production) 

coming from the regions with tempera- 

ture in the interval [104, 5104], is 
typically 103 times larger than that of 
the sun. In other words, the emission 
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from this so called transition region, is 

highly enhanced in T Tauri stars. On the 

other hand, there are significant 

differences amongst the three T Tauri 

stars regarding not only the amount of 

energy flux (e.g. RU Lupi and T Tauri) 

but also its distribution (T Tauri and 

GW~Orionis). Since some of these stars 

are similar to, but much younger than 

the sun (in particular RU Lupi), the 

results suggest that during evolution 

towards the main sequence, just a few 

million years after its formation as a 

star, the sun might have been the source 

of a much higher ultraviolet flux than at 

the present time. 

ACKNOWLEDGMENTS 

JJ.F.G.A. Lima acknowledges the 

award of a _ grant "Iniciagéo a 

Investigagao" by JNICT, Proj. 87-27. 

REFERENCES 

{1] Byram, E.T., Chubb, T.A., Friedman, H. and 

Kupperian, J.E., The Threshold of Space, Ed. 

Zelikoff, M., Pergamon Press, (1957). 

[2] Kupperian, J.E., Boggess, A. and Milligan, 

J.E., Astrophys. J., 128, 453 (1958). 

[3] Boggess, A. and Dunkelman, L., As- 

trophys. J., 129, 236 (1959). 

[4] Stecher, T.P. and Milligan, J.E., Astrophys. 

J., 136, 1 (1962). 

54 

[5] Morton, D.C. and Spitzer, L., Astrophys. J., 

144, 1 (1966). 

[6] Boksenberg, A., Evans, R.G., Fowler, R.G., 

Gardner, I.S.K., Housiaux, L., Humphries, 

C.M., Jamar, C., Macau, D., Malaise, D., 

Monfils, A., Nandy, K., Thompson, G.L., 

Wilson, R. and Wroe, H., Mon. Not. R. astr. 

Soc., 163, 291 (1973). 

[7] Hoekstra, R., Van der Hucht, K.A., de Jager, 

C., Kamperman, T.M., Lamers, H.J., 

Hammerschlag, A. and Werner, W., Nature, 

236, 121 (1972). 

[8] Canuto, V.M., Levine, J.S., Augustsson, 

T.R. and Imhoff, C.L., Nature, 296, 816 (1982). 

[9] Canuto, V.M., Levine, J.S., Augustsson, 

T.R., Imhoff, C.L. and Giampapa, M.S., 

Nature, 305, 281 (1983). 

[10] Lago, M.T.V.T., Penston, M.V. and John- 

stone, R., Proceedings of 4th European IUE 

Conference, ESA SP-218, 233 (1984). 

[11] Pottasch, S.R., Astrophys. J., 137, 945 

(1963). 

[12] Judge, P.G., Mon. Not. R. astr. Soc., 221, 

119 (1986). 

[13] Johnstone, R.M., Ph.D. Thesis , University 

of Sussex (1985). 

[14] Brown, A., Ferraz, M.C.M. and Jordan, C., 

Mon. Not. R. astr. Soc., 207, 831 (1984). 

[15] Osterbrock, D.E., Astrophys. of Gaseous 

Nebulae Freeman, San Francisco (1974). 

[16] Brown, A., and Jordan, C., (1981) Mon. 

Not. R. astr. Soc., 196, 757 (1981). 

[17] Savage, B.D. and Mathis, J.S., Ann. Rev. 

of Astr. and Astrophys., 17, 73 (1979). 

Portgal Phys. 21, 1/2, pp.1-14, 1992



CONTENTS 

ENHANCED NUCLEAR MAGNETISM 

B. BLEANEY 

THE PROBLEM OF SPURIOUS COLOR BOUND STATES IN NAMBU JONA- 

LASINIO TYPE LAGRANGIANS * 

ALEX H. BLIN, BRIGITTE HILLER AND JOAO DA PROVIDENCIA 

STRUCTURE AND PHYSICAL PROPERTIES OF THE QUATERNARY 

PHASE "CAALSIFER" IN INDUSTRIAL Fe-Si ALLOYS 

F. MARGARIDO!, M. O. FIGUEIREDO2 

ELECTRON DENSITY STUDIES IN THE LAVES PHASE FeBe2 

M.M.R. Costa, M.J.M. DE ALMEIDA AND J.A. PAIXAO 

ON THE QUANTUM HARMONIC OSCILLATOR WITH TIME-DEPENDENT 

FREQUENCY 

FRANCISCO M. FERNANDEZ AND EDUARDO A. CASTRO 

ULTRAVIOLET EMISSION AND SPECTRA FOR T TAURI STARS 

JOAO J. F.G. AFONSO LIMA AND MARIA TERESA VAZ TORRAO LAGO 

15 

21 

31 

39 

44





  

Impressdéo e Acabamento: IMPRENSA PORTUGUESA — PORTO





SOCIEDADE PORTUGUESA DE FISICA 

AV. REPUBLICA, 37-4.° + 1000 LISBOA * PORTUGAL 

PORTUGALIAE PHYSICA publishes articles or research notes with original results 

in theoretical, experimental or applied physics; invited review articles may also be 

included. 

Manuscripts, with an abstract, may be written in English or French; they should be 

typewritten with two spaces and in duplicate. Figures or photographs must be 

presented in separate sheets and be suitable for reproduction with eventual reduction 

in size; captions should make the figures intelligible without reference to the text. 

Authors are requested to comply with the accepted codes concerning references. 

There is page charge. Author(s) will get 50 free reprints (without covers); these are to 

be shared among all the authors of the article. Authors interested in more reprints 

should say so when sending their manuscripts; quotations shall be sent with the 

proofs. 

Subscription rates for volume 21: 

3.600 Escudos (US$24) — individuals 

9.000 Escudos (US$60) — libraries 

PORTUGALIAE PHYSICA may also be sent on an exchange basis; we wellcome all 
suggestions to such effect. 

All mail to be addressed to 

PORTUGALIAE PHYSICA 

C/O LABORATORIO DE F{SICA, FACULDADE DE CIENCIAS 

PRAGA GOMES TEIXEIRA 

4000 PORTO - PORTUGAL



PORTUGALIAE PHYSICA 

VOL. 21 * NUMB 1/2 © 1992 

CONTENTS 

Enhanced nuclear magnetism 

The problem of spurious color bound states in Nambu Jona-Lasinio 

type lagrangians 

Alex H. Blin, Brigitte Hiller and Joao da Providéncia ...............ssceeeceeee 15 

Structure and physical properties of the quaternary phase «Caalsifer» in 
industrial Fe-Si Alloys 

F.-Margarido and M. O.. Figueired0s.isscsssssossecassssecassecsecsscanseaaseasaastonssenses 21 

Electron density studies in the laves phase FeBe 

M. M. R. Costa, M. J. M. de Almeida and J. A. Paix80....ccccccsssscsseseese 31 

On the quantum harmonic oscillator with time-dependent frequency 

Francisco M. Fernéndez and Eduardo A. Castr0........ccccccccssssssssssccesecessees 39 

The emission measure and ultraviolet spectra of T Tauri stars 

Joao J. F. G. Afonso Lima and Maria Teresa Vaz Torrdo Lago............... 44 

ISSN 0048 - 4903 POPYA4 21 (1/2) 1-54 (1992)



PORTUGALIAE 

PHYSICA 

VOLUME 21 

SOCIEDADE PORTUGUESA DE FISICA 

 



PORTUGALIAE PHYSICA 

Fundada em 1943 por A. Cyrillo Soares, M. Telles Antunes, A. Marques da Silva 
e M. Valadares 

Director 

J. M. Machado da Silva (Faculdade de Ciéncias, Universidade do Porto) 

Co-Directores 

M. Salete Leite (Faculdade de Ciéncias, Universidade de Coimbra) 
Alexandre Quintanilha (ICBAS, Universidade do Porto) 

Directores-Adjuntos 

Olivério Soares (Faculdade de Ciéncias, Universidade do Porto) 

Maria Helena Vaz de Carvalho Nazaré (Universidade de Aveiro) 

Teresa Mora (Universidad Auténoma de Barcelona) 

Margarida Costa (Universidade de Coimbra) 

J. Bartolomé (Universidad de Zaragoza) 

Comisséo Redactorial 

B. Barbara (Laboratério Louis Néel, CNRS — Grenoble) 

Kim Cameiro (Instituto Dinamarqués de Metrologia. Lingby) 

F. Braganga Gil (Faculdade de Ciéncias, Universidade de Lisboa) 
I. R. Harris (Departamento de Metalurgia, Universidade de Birmingham) 

M. Salete Leite (Faculdade de Ciéncias, Universidade de Coimbra) 

N. Miura (Instituto de Fisica do Estado Sélido, Universidade de Tokyo) 

M. Ida (Faculdade de Ciéncias, Universidade de Kobe) 

F. D. Santos (Faculdade de Ciéncias, Universidade de Lisboa) 

J. M. Machado da Silva (Faculdade de Ciéncias, Universidade do Porto) 

J. B. Sousa (Faculdade de Ciéncias, Universidade do Porto) 

R. Stinchcombe (Departamento de Fisica Teérica, Universidade de Oxford) 

M. Velarde (Faculdade de Ciéncias, UNED — Madrid) 

J. P. Burger (Université de Paris, Orsay) 

F. R.N. Nabarro (University of Witwatersrand, Johannesburg) 

Anteriores Directores 

A. Cyrillo Soares (1943-1949), A. Monteiro (1951-1954) 

A. da Silveira (1965-1975), J. M. Aratijo (1979-1986) 

Publicacao subsidiada pelo INsTITUTO NACIONAL DE INVESTIGAGAO CIENTIFICA



PORTUGALIAE 

PHYSICA 

VOLUME 21 

SOCIEDADE PORTUGUESA DE FISICA





PROCEEDINGS 

«FISICA 92» CONFERENCE (Invited talks) 

Vila Real- Portugal »° September 1992





  

GASEOUS DETECTORS IN ASTROPHYSICS, MEDICINE AND BIOLOGY 

FABIO SAULI 
CERN, Geneva, Switzerland 

ABSTRACT - Fast, position sensitive gaseous detectors have been developed mostly to satisfy the needs 

of elementary particle physics experimentation. We present some examples of use of those devices in 

other applied fields, from astrophysics to biology and medical research. 

1, INTRODUCTION 

Ionization chambers, proportional and 

Geiger counters have been in use for 

decades for detection of radiation. Large 

area, fast position-sensitive gaseous de- 

tectors based on the Multiwire Propor- 

tional Chamber (MWPC) [1] have been 

developed, primarily to satisfy the strin- 

gent demands encountered in particle 

experimental physics. Rather complex 

instruments, and therefore requiring 

dedicated operators, MWPCs and their 

offsprings represent in many cases 

unique tools for detection and localiza- 

tion of radiation; the continuing efforts 

to increase the ruggedness and reliability 

‘of the devices and the introduction of 

performing wireless detectors (parallel 

plate and microstrip gas chambers) 

permit to foresee an increasing use of 
gaseous detectors in other applied fields. 

This paper describes some examples of 

use of gaseous devices in medicine, -bi- 

ology and astrophysics. 
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2. APPLICATIONS OF MWPC 

In a standard MWPC (see Fig. 1), elec- 

trons released by ionization in the gas 

are multiplied in the high electric field 

around thin wires. Various methods can 

be used to achieve localization: detection 

of pulses over threshold on anode wires, 

measurement of the center of gravity of 

signals induced by the avalanches on 

cathode strips, coupling of the signals to 

an external delay line, measurement of 

the collection or drift time of charges. 
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Fig. 1: Schematics of the Multiwire Propor- 
tional Chamber, showing the electric field lines 

and equipotentials. 
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Each method has advantages and draw- 
backs, and the choice is therefore appli- 
Cation-specific. 
In medicine and biology, a widely used 
readout method makes use of delay 
lines, that transform the space coordinate 
of the induced signals on cathodes into 

SLICE: S001 

SLICE: 6020 SLICE: 7018   

time delays, the signal detected on the 
anode wire plane being used to provide 
the reference time. The rate limitations 
and single hit capability of such readout 
method are compensated by the great 
simplicity and low cost. 

Fig. 2: Activity distribution in a slice of a dog's heart is recorded following repeated stimulation of 
specific cardio-pulmonary nerves after injection of triziated deoxyglucose. 
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Fig. 2 shows the beta activity distribu- 

tion recorded with a MWPC with delay 

line readout in anatomical samples 

(slices of a dog's heart) labelled with tri- 

tiated deoxyglucose [2]. The experiment 
aims at studying the regional uptake of 

sugars in the heart under different 

stimulation conditions. Animals are 

open-chested after anesthesia, and se- 

lected efferent axons of cardiopulmon- 
ary nerves stimulated after injection of 

tritiated deoxyglucose. After excision, 

the distribution of the labeller is detected 

with the chamber and compared to nor- 
mal distributions. Several hundred 

preparations can be analyzed in relative 

short times as compared to the use of 

photographic methods. 

proximal 

regian 

med.proximal 

region 
DPA 
l 

distal — 

region 

source = I-125 

  

BLALIW 
  

ZWART 

Fig. 3: Transmission radiography of limbs realized with a MWPC, showing examples of bone mineral 

content computed along selected directions. 

With a similar apparatus, optimized for 

the detection of x rays in the range be- 
tween 20 and 60 KeV, the same group 
has demonstrated the superior qualities 

of digital methods over photography in 
in the clinical measurement of bone 
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mineral content in the peripheral skele- 

ton [3]. A pressurized (3 bars) xenon- 

filled MWPC with delay line readout is 
used to detect and localize the photons at 

rates up to few hundred kHz. Single 

photon absorption (SPA) transmission 
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images are obtained using radioactive 
sources emitting photons at 27.4 KeV 
(125 T) and 42 KeV (153Gd) (Fig. 3); 
the limb to be imaged is immersed in 
water, and the contribution of soft tis- 
sues can be subtracted making a trans- 
mission image of the bolus alone. In 

  

  

        

  

            
  

Double Photon Absorption (DPA), the 
soft tissue contribution is cancelled re- - 
cording two images at different energies 
(27.4 KeV from 125 | and 60 KeV form 
241 Am) and logarithmically subtracting 
the two after weighting. 
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Fig. 4: Scanning system for transmission radiography using a high rate digital MWPC. 

MWPC of conventional design are limited 

in their use to moderate acquisition rates, 

several hundred kHz or so over the whole 

detector, mostly because of the time 

necessary for transferring and recording 
the coordinate information. A simple 
counting of the hits on a wire can be done 

at much higher rates, but does not provide 
two-dimensional localization in 

conventional MWPC. A rather ingenious 

geometrical construction has been used to 
fully profit from the high intrinsic rate 

capability of the gas detectors for x-ray 

transmission radiography [4] (see Fig. 4). 
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The object is exposed to a beam of x rays 
emitted from a point source; the position 
detector, a pressurized xenon MWPC, is built 
with a particular geometry having non- 
parallel anode wires pointing to the source. 
To compensate for the variable distance 
between anodes, affecting the gas gain, the 
anode to cathode distance is increased along 
the wires. All x-rays with the same angle are 
therefore detected by the same wire, and the 
counting rate on wires provides the 
absorption profile in the slice. Successive 
slices are obtained scanning through the body 
with the generator-detector system. 
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The system can acquire data at a rate in 
excess of 300 kHz per wire, with a posi- 
tion accuracy around 0.8 mm fwhm. Fig. 
5 shows an example of transmission 

digital radiography of the chest obtained 

with the described apparatus in clinical 

conditions. The very low exposure dose ~ 

(few mREM skin value) allows to fore- 

see the use of the device in radiation- 
sensitive areas of the body. 

  
Fig. 5: Absorption radiography of the chest obtained with the high rate digital MWPC. 

An example of direct use in astrophysics 

of technologies developed originally in 
high energy physics is given by the 

Cosmic Ray Tracking project, aimed at 
detection of extended air showers pro- 
duced in the upper atmosphere by ener- 

getic photons [5]. The basic element of 

detection is shown in Fig. 6: it consists 

of a pair of large volume drift chambers 
separated by an iron plate-scintillator 

Portgal Phys. 21, 3/4, pp.55-67, 1992 

sandwich used for triggering and as 

muon filter. Tracking is realized measur- 
ing the drift time on anode wires and the 

induced signals on arrays of cathode 
pads in the central wire plane; muon 

identification is obtained by comparison 

of the tracks measured before and after 
the muon filter (electrons will either be 

absorbed or generate an electromagnetic 
shower). 

59



Sauli, F. - Gaseous Detectors in Astrophysics... 

  

Fig. 7 shows an example of cosmic 

shower detected recording the time 

profile of signals detected on six adja- 

cent wires. The project foresees the in- 
stallation of around 400 detector mod- 

ules arranged in concentric rings and 

covering an area of about 3.105 square 

tion of a few mm, as compared to centi- . 

meters in existing scintillation counters 
arrays, the detector improves sensitivity 

to extended air showers by two orders of 

magnitude in energy downwards, from 

1014 to 1012 ev for the incoming pho- 
ton. 

meters; thanks to the two-track resolu- 

{i 
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Fig. 6: Detector module for the cosmic ray tracking project. It consists of two independent chambers 
separated by a muon filter and scintillator. 
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Fig. 7: A cosmic shower recorded by six drift wires equipped with flash analogue-to-digital converters. 
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3. THE IMAGING CHAMBER 

Charge multiplication is exploited in 

gaseous counters for amplification of the 

ionization signal; photons are also 

  

      

  
  

Drift Avalanche 

Multiplication 

  

copiously emitted in the avalanche as a 
result of molecular excitation and 

recombination processes. In imaging 
chambers, one detects and visualizes the 
emitted photons. 

    
  

    
      
  

Fig. 8: Schematics of the imaging chamber. Electrons released in the gas volume drift to the parallel 
plate avalanche chamber. Photons emitted by the avalanches are detected by an image intensifier coupled 

to a solid state camera. 

Addition of low ionization threshold 

vapors such as TEA* and TMAE? , 
together with the use of a parallel plate 
geometry (as against a MWPC 

structure), largely enhance the emission 
in a spectral region convenient for 

optical detection [6]. The structure of an 
Optical Imaging Chamber (OIC) is 
  

* TEA: Triethylamine, (C2H5)3N 
+ TMAE: Tetrakis (dimethylamine) ethylene 

[(CH3)2N]2C = C[N(CH3)2]2 

Portgal Phys. 21, 1/2, pp.55-67, 1992 

shown schematically in Fig. 8; electrons 

released in a gas by ionizing radiation 
drift under the influence of an electric 
field towards a region of very high fiéld 

between two semi-transparent grids. 

During the avalanche development, 

photons are emitted and _ detected 
through a suitable window. An image 
intensifier is used to amplify the signal 
to a level compatible with the sensitivity 

of a solid state camera; the image can be 
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recorded directly or after digitization. To 

obtain high gains, one can use instead of 

a single amplification gap a multistep 

avalanche chamber ; to better tune the 

spectral emission to the sensitivity of the 
photon detector a thin foil wavelength 

shifter can be mounted in contact with 

the last electrode [7]. 

The simplicity and the high granularity 

of the device has suggested the applica- 

tion of the OIC in fields where these 

performances largely compensate for the 

modest data acquisition rate obtainable. 
An example is the visual detection in 

real time of cosmic rays is shown in Fig. 

9. A device of this kind is operated at the 

Universal Exhibition in Sevilla to illus- 

trate technological developments at 

CERN; a similar detector, installed at the 
CERN permanent exhibition 

"Microcosm", allows direct visualization 

of tracks produced by 5 MeV alpha par- 

ticles . 

  

Fig. 9: An example of cosmic activity recorded in a single frame with the video digitizer. 

Use of the imaging chamber is being 

considered for an experiment aimed at 
detection of weakly interacting massive 

particles (WIMPs) [8]. The apparatus 

consists in a large volume of gas where 

recoil protons ejected off hydrogen or 
methane can be detected through ampli- 
fication of the ionization trail in a ge- 

ometry like the one shown in Fig. 8. To 
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obtain measurable ranges for the low 

energy recoil protons (few KeV), the 

detector is operated at low pressures; in 

order to decrease the dispersing effect of 
diffusion on the drifting electrons, par- 
ticularly large at low pressures, the de- 
vice is operated in a strong magnetic 

field parallel to the drift direction. 

Simulations show that a distribution of 

Portgal Phys. 21, 3/4, pp.55-67, 1992
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the end point of the recorded tracks, 

compensated for the daily rotation of 

earth, should be able to pinpoint galactic 
sources of the hypothetical WIMPs with 
a good degree of confidence. One can 

0. oO7 

DPM   

foresee the use of the imaging chamber 

in other astrophysics applications, for’ 

example in the detection of extended air 
showers generated by energetic gamma 

rays, described in the previous section. 

8.814 

Fig. 10: Activity distribution in brain slices of male and female rats labelled with tritiated vasopressin 
(real size about 10 by 5 mm2). 
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The OIC is being used in biology to map 

the two-dimensional activity distribution 

in anatomical samples marked with ra- 

dioactive labellers [9]. Fig. 10 shows ex- 

amples of activity distributions in ana- 

tomical samples (brain slices of male 

and female rats labelled with tritiated 

vasopressin”) recorded with the imaging 
chamber [10]; the study aims at estab- 
lishing the effects of hormones release at 

the early stages of development on the 
* sex of mature animals. Due to the sensi- 

tivity to individual radioactive decays, 
comparable contrasts are obtained with 

exposure times one or two order of 

magnitude shorter with the gaseous de- 

vice as compared to film. This obviously 

allows the realization of exposure-inten- 

~ sive studies. Another advantage of the 

gas detector over conventional contact 
auto-radiography with is the linearity of 

the response over an extended range of 
activity, see Fig. 11 [10]; this allows 

quantitative analysis in a single expo- 

sure. 

4. Microstrip Gas Chambers 

This recently introduced gaseous detec- 
tor [11] allows to overcome some re- 

strictions met in classic multiwire struc- 
tures, in particular the resolution and 

rate limitations resulting from the practi- 
cal minimum wire pitch (a mm or so). 

As shown in Fig. 12, a Gas Microstrip 
Chamber (GMSC) consists in a set of 

  

- AVP, [3H] vasopressin 
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thin parallel metal strips on an insulating 
substratum, alternately connected as an- 

ode and cathode; an upper electrode de- 

fines the sensitive volume of the cham- 
ber. Electrons reieased in the gas drift to 

the anode strips, where the high electric 
fieid induces avalanche multiplication as 
in a wire counter; a potential applied to 

the back plane prevents the collection of 
ions on the insulating substratum and 
minimizes gain-perturbing charging up 

processes. 

The GMSC allows to reach gas gains 

around 104 with remarkably good en- 
ergy resolutions (12% fwhm for the 5.9 
keV x-rays [12]). The fast collection of 

most of the ions produced in the ava- 

lanche by the neighboring cathode strips 

impiy also a very high rate capability, 
close to a MHz/mm2 [13]. 

Several schemes can be used to readout 

the space coordinates of the detected ra- 
-diation in the GMSC. A simple ampli- 

fier-discriminator on each anode strip 
will provide an accuracy corresponding 

to the pitch, while recording the profile 

of induced charge on cathode strips al- 
lows to get an accuracy of 30 pm rms for 

minimum ionizing particles [12]. A 

charge division readout method has been 
developed for the x-ray detector of the 
Soviet-Danish R6ntgen Telescope, SO- 

DART , (Fig. 13 [14]). Groups of cath- 

ode strips are connected through a resis- 
tive chain, with readout amplifiers in 

discrete positions. The second coordi- 
nate is provided by a similar system 

mounted on an induction grid above the 

amplifying structure. 
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Although limited to moderate rates, the 
scheme ailows to reduce the number of 

electronics channels to a minimum, a 
stringent requirement for space applica- 

tions. Operating the detector with a xenon- 
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demonstrated a position resolution around 
340 pm rms for 5.9 keV x-rays; in two 
‘separate detectors optimized to cover the 
low and the high energy x-ray region 

respectively, the energy spectra shown in 
Fig. 14 a) and b) have been obtained. 
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Fig. 11: Response of the imaging chamber (left) and of conventional film autoradiography to increasing 
activities of a tritiated polymer standard. 
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Fig. 12: Schematics of the microstrip gas chamber. 
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Use of the MSGC as detector for x-ray 

transmission radiography is also appeal- 

ing because of the very high rate capa- 

bility of the device. It has been recently 

demonstrated that MSGC can reliably 

operate in xenon mixtures at pressures 
up to 6 bars, a necessary requirement for 

obtaining efficient detection of x-rays at 
the energies used for clinical applica- 

tions [15]. 
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Fig. 13: Schematics of the charge division system foreseen for the readout of a MSGC used in the soviet- 

danish Réntgen telescope (SODART). 
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MAIN PROPERTIES OF THE NEW HIGH Tc SUPERCONDUCTORS RELATED TO 
THERMODYNAMIC FLUCTUATIONS AND TO THE MAGNETISM OF COPPER. 

J. P. BURGER 
Laboratoire Physique des Solides E.S.P.C.I. 10, rue Vauquelin, 75231 Paris Cedex 05 

ABSTRACT - After a short analysis of classical superconductors, we discuss the atomic and electronic 

structure of the new superconductors. A strong atomic anisotropy with two-dimensional character can 

lead to thermodynamic fluctuations of the superconducting order parameter which do not favour the T, 
value nor the superconducting properties. For the classical low-T, superconductors there was always a 

strong decrease of T, due to magnetic impurities; this occurs much less for these new high-T, 

superconductors with Gd, Fe, Ni, impurities. The existence of antiferromagnetic (AF) Copper in the 
fundamental superconducting Copper-oxygen planes seems to favour this new type of superconductivity. 

The substitution of Cu*+* by non-magnetic Zn** lowers T, very significantly. For that reason one can 
consider that the two dimensional (2D) AF of Cut* can be at the origin of these new superconductors 

that have a much higher T,. We will present some theoretical models on the correlation between this 
magnetism and the superconductivity. A fundamental result is that T, disappears when the 2D AF dis- 
appears, even when the electrical conductivity becomes much larger. 

I - INTRODUCTION u* corresponds to a repulsive Coulomb 
interaction between conduction elec- 

trons; of course the occurrence of super- 

conductivity is related to 1 > U*). 

1- The classical superconductors with 

Ty Sak, 
The origin of this superconductivity was 

well explained by the BCS theory [1] 
that described the formation of 
conducting Cooper pairs due to an 
attractive interaction induced by the 
electron-phonon interaction with 

Te = 1.14 Op exp(- F 

g=h-y* (1) 

(8, is the Debye temperature, A is the 

attractive interaction parameter while 
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Three problems of these classical super- 

conductors may concern also the new 
superconductors: 
- T, goes always to zero for thin films 

i.e. for two dimensional (2D) systems, 

T, is suppressed by thermodynamic 

fluctuations. ; 
- For bulk materials T, is strongly de- 

creased by very low concentrations of 
magnetic impurities, a fact related to the 

destruction of Cooper pairs when a 

magnetic exchange interaction exists 

between the impurity spins and the two 
spins of the Cooper pairs of opposite 

69 .



Burger, J.P. - Properties of the New High T; Superconductors 
  

signs. The decrease in T, can be well 
explained by the Ginzburg-Landau 
model i.e.: 

AFg + Fyg = - Op? +f wt + P28”). (2) 

Here AFo=Fg-Fy is the free energy 
difference between the superconducting 

and normal states, ‘ is the 
superconducting order parameter while 
= O)(T,-T). 
Furthermore Fys is related to the 
exchange interaction J between the 

Cooper pair spins and the localized 

impurity spins with y=J2__ while ‘6M’ 

    

  

  

=2Xk,T is the thermodynamic. 
fluctuation of the impurity 

magnetization (X is the paramagnetic 

susceptibility). The minimization of 
AFg + Frys leads to 

To (Y)=Te- x (6M?) (3) 

Most of the T, values are suppressed by 
less than 1% of magnetic impurities. For 

ferromagnetic transitions below T, (7), 

this T, (y) also disappears; this is not 

entirely if an antiferromagnetic (AF) 

transition occurs. 

  
  

Ty ATn 

Nd | La, _,Sr, Cuo, 

Tc A Tec A 

L~ — 50 

— 40 
AF 
3D Ss 

a | | | | _> 

x 0.2 0.1 0 0.05 0.1 0.15 0.2 x 

Fig 1: x dependence, related to the conduction carrier density, of the magnetic and superconducting 

transition temperatures Ty, T, for Laz_,Sr,CuO4 and Ndz_,Ce,CuO4. 
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-A further problem which can be 
important for the new superconductors, 

concerns the situation where two 

superconducting films of thickness dg 
are separated but it contact with an 

intermediate normal metallic or even 

insulating film of thickness dy: a weak 
superconducting order parameter can be 

induced in this intermediate film by the 

so called proximity or Josephson 
effects; it leads also to a decrease in T, 
that will depend on the values of dg, 
and dn. 

  

300 Tc A 

YBa,Cu,O, 

200 _| 100 

100 | 50 
Ss 

| | | .     
  

0 0.2 0.4 06 #8 08 1x 

Fig 2. x dependence, related to the conduction 
carrier density, of the magnetic and super- 

conducting transition temperatures of the 123 
compounds 

2- The new high-T, supercon- 

ductors. 
a) - The new copper oxide compounds. 

There are mainly four types of materi- 

als [2]: 

Portgal Phys. 21, 3/4, pp.69-81, 1992 

-Lay_xStxCuO, (T,<39K) and 
Nd,.xCe,CuO, (Tp $42K); for x=0 we 

have insulators with AF transitions of 

copper. The three dimension (3D) AF 

disappears when x20.03 while  super- 

conductivity appears for x > 0.07 (Fig 1); 

T,(x) increases as a function of x up to 
x=0.15 and then decreases to zero for 

x =0.25. 

-the 123 compounds YBa7Cu30¢+x 
(T, $ 93K) which are also insulators with 

(3D) AF for x =0; T,(x) appears and 

increases beyond x20.4 up to x=0.6 

with a second increase up to x=0.9 

(Fig. 2) while the (3D) AF disappears 

near x = 0.40. 

- the 2201, 2212 and 2223 compounds 

of Bi and Tl i.e. BigSr9Cap_ j;CupO2n44 and 

T1lpBazCap_ {CupO7n44 with n = 1, 2, 3. To 

is maximum for n=3, and reaches 110 K 

for the Tl compounds. As a function of 

oxygen concentration, T, goes through a 

maximum at 2n+4, a situation similar to 

the first compound (see Fig 1). 

b)- Atomic structure effects: a very 

particular situation arises related to the 
fundamental CuO, planes. For 
Lay _,Sr,CuO4 and the 2201 compounds 
there is one CuO, plane per unit cell 
while for the 123 and 2212 compounds 

there are two and for the 2223 
compounds there are three such planes 

per unit cell (Fig. 3). But inside the unit 

cell we can distinguish less metallic and 
less superconducting planes (Fig. 3). 

For that reason along the axis 

perpendicular to the a, b axis of the 

planes there can be proximity or Joseph- 

son effects for the less superconducting 
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planes but also more important thermo- 
dynamic fluctuations for the fundamen- 

tal superconducting CuO» planes. There 
is also a large ratio between the two 

electrical resistivities Pp, and Pap [3] 
which clearly indicates the large 
anisotropy of the atomic and electronic 
structures. 
c) - Electronic structure effects. Here we 

have two fundamental models. 

- By considering that these compounds 

are ordinary metals [4] [5] (with U<T, 

where U corresponds to the Coulomb 

energy for two electrons on_ the 

sameatom while T corresponds to the 

conduction band width) one can relate 

°o Ti 
@Ca 
©-Ba 
e Cu 

the conduction band to the Cut+ = 34? 
state or to antibonding and bonding 

bands due to the oxygen-copper 

hybridization. For such a half filled 

band with a 2D atomic structure, the 

Fermi surface corresponds exactly to a 
square which leads to a large Van 
Hove electronic density of states 

(Fig 4A). This modifies the BCS 
model in which N(e) was considered 

nearly constant for €=E€, +k, Op: 
very high values of T, can be expected 

even if A is small, because @, is 
replaced by a 

Fermi like temperature T,. 

  
Fig 3. Atomic structure of TlyBayCapy_;Cu,O2p44 with n=1,2,3 
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Fig 4. Fermi surface and density of state for a 

2D metal for which €, corresponds to a half 

filled band (A) ; if the Coulomb interaction U is 

larger than the band width, the half filled band 

of Cut* is split into a filled and empty band- 

width, a possible intermediate oxygen band (B). 

- For the Hubbard-Mott model [6] [7], 

for which U » T, the half filled band of 

Cut* is split into two bands separated 

by the energy U: the low Hubbard band 

which is entirely filled by one 

electron/atom and the high empty Hub- 

bard band. In the case of x=0 ie. 

LayCuO4=Layt*+*+CuttO4~ we have an 
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insulator with even an obligatory AF of 

the localized Cut* spin electrons in the 

low Hubbard band (for which 

Jaq = T2/U). For x #0 i.e.: 
La,_,StxCuO, = La,*x* SrftCutt 047, 0;, 

the conductivity can be related to the 

oxygen band between the two Hubbard 

bands of Cu(Fig 4B); here the O- 

corresponds to an insulating state (the 

filled oxygen band) while O- corresponds 

to a conducting oxygen hole which is 

favoured by the positive Hall effect. The 

electronic structure is obviously different 

inside the CuO, planes and outside these 

planes in the cdirection, where the 

conducting resistivity Pp, is due es- 

sentially to the apical oxygen O- outside 

the CuO planes (the BaO planes for the 

123 compounds). The destruction of the 

(3D) AF can be related also to the mobil- 

“ity of the O- holes which can be per- 
turbed by this AF if there is an O- - Cu** 

exchange interaction. 

II - MAIN RESULTS RELATED TO THER- 

MODYNAMIC FLUCTUATIONS AND 

MAGNETISM. 

1 - Thermodynamic fluctuations due to 

the anisotropic structure: 

An important feature arises from the 2D 

character of the CuO, planes and the 

amplitude of their coupling. To evaluate 

the thermal fluctuations we use the G.L. 

model i.e. [8] [9]: 
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Fg- Fy = - Op? +5 B ka i ive (4) 

(with Q& = Qg (Tgg-T) where Tog is the 

mean field transition temperature, m, is 

the mass of a Cooper pair i.e. m.=2m*). 

Concerning the thermal fluctuations 

<5’ > = x4 y > one obtains: 

wy — 5 - <§¥25 

  

T, 
T. =T, B cgy2, <0 5 c co Oty l+x (5) 

2m 
< >? = a fc) kgT —— baa 

The term q? is only valid for an 

isotropic structure, while for ani- 

sotropic structures one has to replace it 

by (q? + (€2/&?) q?) where q, and q, 
are wave vectors. parallel and 

perpendicular to the CuO, planes while 

§, and §&, are the corresponding su- 

perconducting coherence lengths. For an 

isotropic 3D atomic structure one ob- 

tains x«1 while for anisotropic 

structures one can obtain x » 1 with 

2kpT, * _ “KBlco m*(Log 2 + I/2) 

en mg, ii ” 

(n is the density per unit volume of the 
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conducting electrons or holes). Large 

values of x are obtained for large values 

of T,, and m* and for low values of n 

and €, . An important result is that for 

x» 1: 

mm} 2(Log2+I1/2) (7) 
2 ay? a (22) 6. AL 

This result can can easily predict values 

of T, between 10 and 100K. The fact that 

the initial increase in T, is always 

proportional to the inverse London 

penetration depth, namely pad has been 

observed by reference [10]: the 

theoretical value of dT,/dAj7 =0.5 107 

is very close to the experimental value 

of 0.410°7, For that reason one is 

obliged to consider that values of 

Too» 100K are related to the true 

electronic structure of the CuO, planes 

and the attractive interactions of Cooper 

pairs. This very large value of T,, is de- 

creased by thermodynamic fluctuations 

so that we expect maxima in T, = 100K. 

The value of T, will be sensitive also to 

proximity effects because between the 

superconducting planes there are 

metallic but non-superconducting planes 

for which a weaker superconducting 

order parameter is induced; this 

necessarily decreases T, such that 

T,(proximity)=T,(1-Y) with Y propor- 

tional to d;?, to &4 and to dg: for that 
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reason Y can decrease if dg, increases 

due to the occurrence of more super- 

conducting planes per unit cell; but Y 

can increase if €, decreases or if dy in- 

creases (dx and dg are thickness of the 

non-superconducting and superconduct- 

ing planes respectively). Nevertheless 

for n>3, T, never increases even if dg 

decreases because the _ electronic 

structure of all the CuO planes are not 

exactly similar. ~ 

A fundamental experimental result for 

the thermodynamic fluctuations and the 

proximity effect concerns the applica- 

tion of magnetic fields H <H,(T) This 

often leads to a large increase in the 

resistive transition (Fig 5) which is 

related not only to the vortex flux flow 

but also to an increase of the 

thermodynamic fluctuations and the 

proximity effect. In the case of the 

proximity effect it was shown [11] 

that &) (H)< &, (0) so that 

T.(H)<T,(0). But this field H has a 

non homogeneous repartition inside 

the sample so that the transition width 

DT, (Fig 5) can be related to T,(0)- 

T,(H) because of a non percolating 

situation. Experimentally evidence 

arises from magnetoresistance 

measurements which are the same above 

and below T,(0) [12], and the existence 

of a gap D(T) which goes to zero at 

T,(H) [13] and therefore. cannot be 

related to H=H(9. 
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Fig 5. Effects of magnetic fields on the 

transition width of the electrical resistivity. 

2 - AF Magnetism of Copper: 

a) - (3D) AF: There is no coexistence of 

the antiferromagnetic transition Tj(3D,x) 

and the superconducting transition T,(x) 

because Ty(3D,x) decreases strongly 

with x while T,(x) only appears a bit 

later (Fig 1, 2). The value of Ty(3D,x) is 

related to two exchange interactions of 

349 Cu** spins i.e. Jy =Jgg inside the 
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CuO planes and J, «J, for Cu** spins 

between different CuO, planes along the c 

axis. For x = 0 it leads to: 

4 
i 

1+ Lost 

while for x # 0, Tjy(3D,x) decreases due to the 

interaction with O- holes whose density 

increases with x. Nevertheless for Nd» 

xCe,CuO4 (Fig 1) and YBayCu30¢,, (Fig 2) 

there is a common border between Ty(3D,x) 

and T,(x), an effect which can be explained 

by the Ginzburg-Landau model [14] for 

which . 

TyGD) = ®) 

AFg =- oye bys 

AFy(AF) =— one a (9) 

FNS = yoy 

with 0,,=0 (Tg T) and O9= Ogo(T ST). 
M is the AF order parameter, while y>0 is 

related to the opposition of the two order 

parameters, and ¥ is the same as in for- 

mula (2). In the case of y=0, Ty (x) and 

TN@GD,x) coexist (Fig 6). Then one can show 

that for  < 8;B,, the coexistence continues 
to hold for T,(y,x) and Tyy(y,x) but their values 

decrease with y. But for 77> 8,8, there can 

be no coexistence but there can be a 

common border if the two condensation 

energies -04/2B), —03/2B) are not very 

different (Fig 6). For Laj_,Sr,CuO,(Fig 1), 

there is no common border which cannot be 
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explained by y and which is related to the in- 

teraction of Cu**+ and O- holes. This non 

coexistence where x represents the density of 

O° holes, can be explained by the fact that 

when decreasing x one approaches the 

metal-insulator transition with a weak 

mobility of the O- holes responsible of the 

superconductivity: this can favour the 

repulsive Coulomb interaction between O- 

holes and T,(x) can disappear if »*>a. We 

should also note also that the attractive 

interaction 4 can decrease if x decreases. 

A A ro Toh Tes 

  

  

  

  

0 0 
Tom | 4 Tes 

RA Y 

Tom Tes 

70,4 2 T2 
CM Y >B B, cs 

1 y 
Tom Tes 

c)     
  

Fig 6. Variation as a function of x of the 

superconducting (S) anid magnetic (M) transition 

for (a) y=0 , for (b) P< BiB) and for (c) 

P > ByBy with (AFy/AFs)=( TRay/ Ts) 
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To)     
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0.15 0.25 x 

b 

Fig 7. For Laj_,SryCuO4, the magnetic 

susceptibility above T,(x) # 0 shows a 2D Néel 

temperature (a) whose values tends to zero like 

T(x) for x > 0.25 (b). 
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b) - (2D) AF: of course even for x =0 

there appears above Ty(3D) a two di- 

mensional AF in the CuO7 planes for 

which the susceptibility continues to 

increase beyond 1000 K because Ty(2D) 

= Jj. Neutron scattering studies show 

that the coherence length of this (2D) AF 

decreases with T above Ty(3D) [15]. 
But when as a function of x, Ty(3D,x) 
disappears there is now well 

documented experimental evidence by 

neutron scattering [16] [17] studies and 

susceptibility measurements above 
T, [18] that there is coexistence between 

the superconductivity and this (2D) AF in 

the CuO, planes for which there are also 
thermodynamic fluctuations and a short 

AF coherence length which decreases 

with x [16] [19] down to4 A for the 123 

compounds when x = 1 i.e. T, = 92K. The 
susceptibility measurements also shows 

AF Néel transitions of (2D) character 

with a very large maximum as a 

function of T (Fig. 7a). This favours of 
course the Hubbard model. A second 

fundamental effect observed for 

Laz.,SrxCuO4 and Bi 2212 compounds 
concerns the fact that T, and Ty(2D) 

disappear together when x increases and 
they become more metallic (Fig. 7b) 

[18]. It is easy to understand that the 

good mobility of O- holes does not fa- 

vour the (3D) and (2D) AF of Cutt if 
there is an exchange interaction Jpd 

between Cutt spins and O- spins. This 

situation suggests strongly that the 
origin of these higher Te 

superconductors can be related also to 
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an attractive interaction between O- 

holes or, even more likely, to the 

exchange of magnetic  singlet-triplet 
excitations of the nearly singlet pair 

liquid of Cut+ namely the Cut+ tCutt 1 

which can replace the phonon excitation 

for the classical superconductors. Be- 

cause this singlet-triplet excitation fa- 

vours the O- mobility one can obtain 

two attractive interactions i.e. (Fig 8): 

12 

A= NGI [6] 

Ii 
has NEG [20] 

with Tog =Jgqge"/A. Of course 4 can be 
very large leading to large Tyg values 
because Jgqg=1500K. There are also 
theoretical models which indicate that the 

resistivity above T, is more related to 
magnetic fluctuating excitations than to 

phonons, but one cannot entirely exclude 
the attractive interaction due to phonons 
and to magnetic excitations. It is also easy 
to show that A due to magnetic excitations 

can decrease if the AF coherence length 

increases, because it does not favour 

completely the singlet-triplet excitation of 

the Cu** singlet pair liquid if there are AF 
correlations between _ neighbouring 

singlets. For that reason it is evident that 4 

decreases when one approaches the 
metal-insulator transition which favours 
the (3D) AF, while 2 decreases also when 

one approaches the more metallic situation 

which destroys the (2D) AF. All this fa- 

vours the importance of the (2D) AF 

magnetic excitation. 
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of o-f 

Fig 8. Attractive interaction between two 
electrons or two O” holes through the exchange 
of a phonon energy Ae = fw or a magnetic 
singlet-triplet energy Ae = 2 Jaq between two 
Cut spins. 

3 - Effects of magnetic and non mag- 
netic impurities on T,: 
a) - Effects of Gd; Fe outside the CuO, 
planes : 

- For Y .,Gd,BayCu307 there is no 
change of T, even up to x=1. This 
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means that there is no magnetic 

interaction between Gd and _ the 

conducting Cooper pairs in the CuO9 
planes. But for Gd,,,Baz.,Cu307 the 
value of T, decreases as a function 
of x (Fig 9) because Gd{*t is in 

the Bat+ plane implying that the 

decrease of T, is more related to a 
change of the electronic structure 

due to the decrease of the O- holes 

transformed into O~. 

-A similar effect is obtained by 

Fet++ which goes mainly into the 

chain planes Cu(1)O outside the CuO) 

planes. For that reason there can be 

a strong decrease of T,(Fig 9) for 

YBa2Cu3_yFeyO7. There is 

experimental evidence that this 

effect is not related to magnetic 

interactions with the Cooper pairs 

but only to a change of the 

electronic structure. It has been 

shown that there is no change of T, 

for YBa7Cu3.yFeyO74y (Fig 9): Fe*** 

which substitutes Cutt can destroy 

O° holes which are recreated by Oy. 

Furthermore [21] the T, decrease 

due to Fe++*+ can be compensated by 

the substituting Ytt* with Catt; in 

this case. the decrease of T, is much 

smaller for Y;.,CaxBa7Cu3_yFeyO7 if 

x = y because Fett+t decreases the O- 

hole density while Ca*+ increases it. 
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Fig 9. Variation of T, for Gdy4,,Baz_,Cu307 

and YBa7Cu3_yFeyO74§ as a function of x and 

y concentrations. But for 5 = y, T,(y) does not 

change. 
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Fig 10. Tg dependence of several high T, 

compounds by the substitution of Cu by Zn. 

b) - Effects of Nit* and Zn++ substitut- 

ing Cutt inside the CuO planes:. 

A surprising result is that T, decreases 

much more for non magnetic Zn; in fact 

DT, =13K_ for 1% of Zn [22] (Fig 10). 

This effect can be explained because Zn 

changes the (3D) AF. Ty(3D) goes to zero 

rapidly for YBajCu3.yZnyOg,x (i.e at 

x = 0.25 for y = 0.037) which is very dif- 

ferent from what is shown in Fig 2. But 

Zn can also destroy. the (2D) AF if a 
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copper singlet tCut++Cuttl is trans- 

formed into tCut+Zn++. This means 

that there are three different reasons for 

the decreases of Ty: i) the attractive 

interaction related to a singlet-triplet 

excitation decreases . because this 

singlet-triplet excitation disappears near 

Zn. ii) Zn** creates also a local param- 

agnetic moment of Cu*++ whose inter- 

action with O- hole pairs can destroy 

these pairs. iii) decreased mobility of 

the O- holes due to the atomic disorder 

created by Zn: this can favour the 

repulsive Coulomb interaction between 

O- holes i.e. p*. The Znt+ does not 
change the O- hole density as shown by 

the Hall effect (only above 300 K) [23]. 

The effect of Nit* on T, may be less 

important because it does not suppress 

the magnetic singlet-triplet excitation 

and does not create isolated paramag- 

netic Cut+ moments. There can be 

nevertheless an atomic disorder with 

less mobility of the O- holes and an in- 

crease of n”. 

Ill - CONCLUSION 

It has become increasingly evident that 

the magnetism of copper [but only the 

(2D) AF] has an enhancing effect on T, 

which is apparently related to an 

attractive interaction due to singlet- 

triplet excitations. However electron- 

phonon attractive interactions could also 
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explain the negative effects due to 

thermal phonons near T, as in the case 

of some classical superconductors. The 

(2D)-like atomic structure decreases the 

true very high mean field value Tgg, and 

favours (near T,) the thermodynamic 

fluctuations of the superconducting 

order parameter and also the vortices. 

The effect of Zn has a fundamental 

"effect on the decrease of T, which can 

be related to i) the localization of the 

oxygen holes related to atomic disorder 

ii) the perturbation of the (2D) AF with 

occurrence of paramagnetic moments of 

Cutt, 
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FRACTALS AND PHASE TRANSITIONS 

D. STAUFFER 

Institute for Theoretical Physics, Cologne University, d-W-5000 K6In 41, Germany 

ABSTRACT- A wire has a mass proportional to its length, the mass of a disk varies proportional to the 

squared radius, and the mass of an iron sphere is proportional to the third power of the radius. Therefore 

these objects have a dimension equal to one, two or three. FRACTALS are objects where the mass var- 

ies with some other power of the radius, and that power is called the fractal dimension D. We show 

examples, in particular from the physics of phase transitions, where D is smaller than the normal di- 

mension by B/V. 

1. INTRODUCTION 

Fractals today are spread all over the 

scientific literature and continents, as is 

quite appropriate for the person of 

Mandelbrot (from Lithuania, Poland, 

France, and the USA) who invented the 

general concept[1]. Fractal elements ap- 

peared centuries ago in Italian church 

paintings and flood dike constructions 

[2] and are inherent also in clouds and 

trees. Fractal Mandelbrot sets have been 

printed on covers of scientific journals 

without apparent relation to the content. 

The present review does not deal with 

fractals as a new and separate topic. In- 

stead it wants to relate them to examples 

from traditional physics and _ their 

teaching. 
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2.BASIC CONCEPTS 

If you look at the world around you, 

you can normally distinguish easily 

between man-made and natural objects: 

buildings, channels, and streets are 

Dominated by straight lines, whereas 

trees, rivers, and coast lines are more 

complicated. Traditional teaching of 

mathematics and physics deals with 

straight lines, circles, spheres and other 

simple objects; so how can we describe 

the more complicated objects like trees ? 

The circumference and area of a circle 

of radius R are 2nR and nR2, whereas 
surface and volume of a sphere are 4nR2 

and 4nR3/3, respectively. What are sur- 
face and volume of a tree with height 

R? Clearly that is a more difficult 
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question, and it is not just of academic 

interest: due to man-made combustion 

processes, the carbon-dioxide level in 

the atmosphere has increased signifi- 

cantly over the last century. This in- 

crease may, via the greenhouse effect, 

lead to an increase of the average tem- 

perature, causing larger deserts and 

flooding of low-lying areas. Trees 

counteract the greenhouse effect by con- 

suming carbon, dioxide through the 

surface of their leaves. So the effect of 

cutting a tree in the Amazon basin on 

the atmospheric temperature depends on 

the surface of a tree. 

Many objects follow simple power laws, 

and so we may generalize the above 

formulas to a proportionality between 

mass M and radius R: 

M oc RD 

with some empirical exponent D. Thus 

D = 2 and 3 for circle and sphere if we 

identify the volume with the mass; and 

D = 1 and 2 if instead we identify the 

surface with the mass. So in these simple 

artificial examples, D or D+1 equals the 

Euclidean dimension d of the space, 

depending on whether we look at volume 

or surface. Such objects are not called 

fractals. If, however, the exponent above 

d is different from the Euclidean 

dimension d or d-1 and thus in general 

not an integer, then we call these objects 

fractal with a fractal dimension D. 
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So what about the fractal dimension of 

plants ? Fig.1 shows diffusion-limited 

aggregates with 10 and 30 million sites 

on a plane, and the branches of this 

figure have a clear similarity with 

branches of plants. Comparing such 

aggregates of different mass (the mass is 

measured by the number of sites) one 

finds a fractal dimension near 1.7 on a 

plane, and about 2 on three-dimensional 

space. The power laws in such com- 

puter-generated objects are supposed to 

be valid only asymptotically, that means 

for large enough clusters. The author of 

Fig.1, Peter Ossadnik in Hans Herr- 

mann's group at HLRZ Supercomputer 

Center Jiilich, Germany, competes with 

Mandelbrot's group for the world 

record. In natural fractals, as opposed to 

computer-generated or mathematical 

objects, the power laws are often valid 

only in a suitable mass interval: Very 

young small trees, and extremely high 

trees, may show deviations. 

How is Fig.1 generated ? One starts 

with an occupied site in the center of the 

plane, and then one adds one particle 

after the other to the growing cluster in 

the following way: A new particle is put 

onto the plane somewhere away from 

the cluster. Then this new particle dif- 
fuses, that means’ it randomly moves in 
arbitrary directions like a molecule in 
the air. Once it hits the cluster it stays at 

that place forever and becomes part of 

the cluster. If we simplify the simulation 
by letting all particles move and sit on a 
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square lattice only, we see the anisotropic 

lattice structure and get a lower fractal 

dimension if we simulate multi-million clus- 

ters. 

Fig.1 also illustrates the concept of 

self-similarity. A big branch looks quite 

similar to one of its small branches, and this 

small branch looks similar to a twig 

emanating from it. Alternatively, whole 

clusters with different numbers of sites look 

similar to each other, Fig.1. A mathematical 

  

  

description of "looks similar" is difficult, 

however, and therefore I recommend to talk 

about self-similarity only if one knows what 

it means, e.g for deterministic fractals like 

the Sierpinski gasket [1]. 

These diffusion-limited aggregates were 

invented in 1981 and thus hardly constitute 

traditional physics subjects. Thus the next 

two sections instead deal with the phase 

transition between water and _ its vapor. 

  

  
  

Off-lattice DLA with 30,000,000 particles 
Peter Ossadnik, HLRZ, KFA Julich 

    
  

Off-lattice DLA with 10,000.00U particles 
Peter Ossadnik, HLRZ, KPA Julich 

Fig.1: Diffusion-limited aggregates, by P. Ossadnik, with 10 and 30 million sites (D = 1.7). 
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3. CLOUDS AND PERCOLATION 

When water vapor condenses in the at- 
mosphere, it forms small droplets 

around some solid particles which then 

grow to micron size. Many of these 
droplets form a cloud, and if the drop- 
lets grow too large they fall down as 
rain. How do clouds look like ? Clouds 
move in three dimensions but what we 

see from them are two-dimensional 

projections (except if the clouds are 

very transparent). The interior of these 

clouds, as projected onto a_ two- 

dimensional surface, is usually dense, 

and thus behaves like a circle: projected 

area cc R2 for a cloud of radius R. Thus 
the area is not fractal. More interesting 
is the perimeter of the cloud, that means 
the number of empty sites which touch a 
Cloud site after the projection. [We 
imagine the coordinates of the clouds to 
be discretized, where for example each 
Square meter corresponds to one site 
and is either wet (cloud) or dry 

(surrounding).] This perimeter for a 
simple circle would vary as R but for 
clouds it was found empirically to vary 
roughly as R1.3 or area2/3, Fig.2 shows 
a computer model of the cloud projec- 
tion[3] which agrees roughly with this 

fractal dimension. 

  
Fig.2: Computer model of three-dimensional cloud projected onto two dimensions (D = 1.3);from ref.3. 
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A simplified form of this computer model 

was investigated by two_ high-school 

students[4] who had not yet even studied 

at the university. They looked at 

percolation[5], a model originally in- 
vented by chemistry Nobel laureate Flory 

to describe the gelation of branched 

polymers (boiling eggs, milk-to-cheese 
transition, formation of gelatine pudding). 

On a simple cubic lattice first occupy the 

center site. Then add one site after the 

other by selecting a new neighbor of an 

already occupied site. Occupy _ this 

neighbor with probability p and leave it 

empty with probability 1-p. After a site is 

determined as being empty or occupied, it 

stays in that status during the whole 

process of building up this cluster. We 

now observe a transition: For probabilities 
P<Pc with a threshold pe near 0.3116 

only finite clusters are formed, whereas 

for p > Pc sometimes this growth process 

continues up to infinity (ie. until it 

touches the borders of the simulated 

lattice.) Right at p = pc _ the clusters are 

fractal with a fractal dimension D near 

2.53. In Ref.4 the authors produced such 

fractal clusters at p =pPc on an Amiga 
computer, projected them onto a two- 
dimensional plane, and found _ the 
perimeter of these projections to follow 

roughly the same power law as a function 

of radius or area as the clouds and as the 
more complicated model of ref.3. We see, 

good physics research can also be done on 

small computers and without a long 

university curriculum. Historically, the 
percolation problem seems to be the first 

case where phase transitions were coupled 
to fractal concepts [6]. 
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4.FRACTAL DROPLETS IN ISING MOD- 
ELS 

How can we understand by a simple 

model the phase transition between a 

liquid and its vapor ? The Ising model of 

1920 allows each site for a large lattice to 

be either occupied or empty; occupied 

sites attract each other. Mathematically 
this model has an interaction energy 

J= Die SiSe- BY Si 

where the "spin" §; is +1 for an occupied 

and -1 for an empty site and where i and 

k in the double sum correspond to nearest 

neighbors on the lattice. A simple cellular 

automata simulation for B=0 takes into 

account the conservation of energy: 

Starting with a random fraction p of all 

sites occupied, and the rest empty, we go 

sequentially through the lattice and flip a 

spin if and only if it has as many occupied 

as empty neighbors. Low p correspond to 

low energies and thus low temperatures, 

whereas p = 1/2 corresponds to a high 

energy at very: high temperatures. For p 

above a critical concentration, 7.55 

percent on the square lattice, after many 

sweeps through the lattice we have as 

many occupied as empty sites, which 

corresponds to a supercritical fluid like air 

at room temperature. For smaller p the 

majority of sites remains empty, corre- 

sponding to the vapor phase below the 

critical temperature. This model is 
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symmetric with respect to occupied 

and empty. Thus for p above 92.45 

percent, again we will not get a 

density of 1/2 but a majority of sites 

occupied, corresponding to the liquid 

phase at low temperatures, like very 

cold liquid air. Thus the Ising model, 

which can also be simulated by other 

methods, shows one fluid phase above 

the critical temperature, and two 

phases (vapor and liquid) below this 

temperature, just as real fluids so. The 

Ising behavior very near this critical 

temperature is known to agree even 

quantitatively with real fluids. 

Fig.3 shows the configuration 

obtained in a few seconds on a 

workstation at p = 0.15, that means at 

temperatures somewhat above the 

critical temperature. (Ref. 2b lists a 

simple BASIC program; I have used 

this problem to teach university 

students even in their first weeks.) 

Half of the sites are occupied and the 

other half is empty, but the 

distribution is not at all random: due 

to the interaction between neighboring 

sites the occupied sites tend to cluster 

together, and to leave large holes. 

These pictures are very similar to 

those obtained experimentally for real 

fluids in recent years[9] and give rise 

to critical opalescence, the strong 

scattering of light near the fluid 

critical point. 

Peres 
+e RRR 

  
Fig.3: Ising configuration for part of a 79*79 square lattice after 1000 sweeps through the lattice with 

the cellular automata algorithm. Only the occupied sites are shown. 
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Fig.4: A large droplet from Fig.3 shown isolated after taking into account the helical boundary 

conditions. The droplet was isolated manually (can you find my error ?); ref.5 gives a computer 

program. 

This critical point is known since more 

than a century, and van der Waals made 

the first theory for it in his 1873 thesis. 

Can we do better today ? Let us transform 

these impressions into a quantitative 

droplet picture[5]. A droplet is a group of 

neighboring occupied sites, as shown in 

Fig.4. 

(Experts require in addition that the sites 

are connected with a probability 1-exp(- 

2J/kpT).) 

In a classical ideal gas we have only single 

molecules, no larger droplets, and PV = 

NkgT connects pressure, volume, particle 

number, Boltzmann's constant, and 

absolute temperature. If we have N, 
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droplets of s molecules each, due to the 

clustering shown above, then 

PV = LN kpT 
Ss 

is a reasonable generalization, neglecting 

the interactions between different 

droplets. (Similarly, the total atmospheric 

pressure is the sum of the partial pressures 

of nitrogen, oxygen, water vapor, carbon 

dioxide, etc.) The number of molecules 

N=LNs 
Ss 

is even exact. We know that the density 

difference N--N of a vapor to the critical 
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density Nc (for molecules with unit mass 
in a unit volume) varies slightly below the 
critical temperature T; as (T;-T) 8. Here B 
= 1/8 or 0.32 in two and three dimensions 
is one of the critical exponents for which 
Kenneth G. Wilson got the 1982 Physics 

Nobel prize. Thus 

LX (N(T,)-N,(T))s & (T,-T)B 
Ss 

Another quantity of interest is the spa- 
tial extent € of the correlations, the 
correlation length. We expect it to vary 

as the typical cluster radius R,, or 

Eo D R22n/D 2n, 

The droplet radius then gives a fractal 
dimension d through RP «s. The cor- 
relation length, on the other hand, is 
known to diverge near the critical point 
as (T-T,)-Y. Scaling arguments[5] then 
give 

D = d-B/v 

for the fractal dimension in d dimen- 

sions; D = 15/8, 2.49, and 3 for d =2 to 
4 (in the van der Waals theory, 
D = d-1). The droplet volume varies as 

RJ, and thus the average density within 

a droplet decays as s/R@« 

sB/Dv= 5-1/5, (Here the critical 

exponent 6 relates pressure and density 

on the critical isotherm: 

P(T¢) - Pc = (N(T¢)-Ne)®.) due to this 
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decrease of the density with increasing 
droplet mass the critical droplets are 
fractal and differ from simple raindrops. 

[This fractal dimension is valid exactly at 
the critical point. Below the critical 
temperature we expect large droplets to be 
quite spherical, D = 3, whereas above the 
critical temperature they should be similar 
to the so-called lattice animals with D =2 
in three dimension. ] 

Thus we see that the fractal dimension can 
be expressed as a combination of critical 
exponents which were of interest to 
physicists since decades. And more 
qualitatively, the well-known critical 

opalescence is the scattering of light on 

fractal droplets. direct experimental 
determinations[9] of the droplet radius as 
a function of the number s of molecules in 
the droplet have, to my knowledge, not 
yet been made. Computer simulations[7] 
in the Ising model, on the other hand, 
have confirmed within about one percent 

the predicted values for D, nearly two 
decades after which the first speculations 
were published. Unfortunately, such 
accuracy is not yet good enough to 
distinguish between the fractal dimension 
of the Ising model and that of percolation, 
nor has the claim D=2 above T, been con- 

firmed reliably by simulations. 
But computers get faster and better every 
year, equilibrium is reached faster by 
flipping whole droplets together instead 
of only single spins[10], and I think that 
with hundreds of processors, coupled 
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together already today in large parallel 

computers[8], such accuracy may be 

possible now. Let us see if the 

experimental physicists beat the compu- 

tational physicists in the determination of 
fractal dimensions at the critical point of 

fluids. This Ising model is a nice example 
where old problems are getting solved 

better and better even today, through new 

ideas, faster computers, and international 
cooperation. 

We thank J.A.M.S, Duarte for advice on 
this conference. 
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MODELLING WITH THE COMPUTER AT ALL AGES 
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ABSTRACT -The paper discusses how modelling with the computer can help Physics Education, for stu- 

dents in a wide age range, from Primary School to University. Different kinds of computational model- 

ling, including iterative dynamic models, qualitative models and object-oriented models are discussed, 

with examples. It is argued that the different types of models fit naturally into a developmental sequence, 

matching modelling at various ages to student's intellectual abilities. A radical re-sequencing of teaching 

about Mathematics in Physics is proposed. Similar ideas are discussed in Ogborn 1990 and 1991. 

1 Making models on the computer 

An example is often the best way to see 

something general. So let us begin by 

making a model. Consider something 

which interests most people: how to get 

money, specifically money for one's de- 

partment. All departments argue for 

more money in the coming year than 

they had in the previous year. Suppose 

to begin with that the increase is con- 

stant in each year. To model this in the 

modelling system we call ‘Cell Model- 

ling System’ or CMS (Ogborn and Hol- 

land 1986), we define three computa- 

tional cells which are rather like the cells 

of a spreadsheet, as in Figure 1. 

Each cell has a name of a variable in the 

first slot, and says how to calculate that 

variable in the second slot, using other 
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variables if required. Thus 'money' is 

calculated by adding ‘increase’ to the 

current value of 'money'. The cell 

‘increase’ defines a constant value (100). 

increase 

100 

  

100 

  

  

  

money money 

money + increase 
Lay 

  

          1000 year 
  

Fig. 1 A primitive model for increasing money 

The value of the variable appears in the 

last slot, putting any initial value re- 

quired in that slot before running the 

model. (The third slot, unused in Fig- 
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ure 1, is for comments.) When the 
model runs, the cell calculations iterate. 
Thus 'year' increases by unity at each it- 
eration, and 'money' increases linearly 

from the initial value 1000, adding 100 
on each iteration. Any cell can be con- 

verted into a graphics display, plotting 

any one variable against any other. The 

graph cell in figure 1 shows the linear 

increase of money with time. 
Of course, no department is satisfied 
with this! The large departments say 
that the increase should be in proportion 
to the money they have already. How 
big the multiplying factor is depends on 
how fiercely they argue. Figure 2 shows 
the disastrous model that results. 

  

year increase argument 
  

year+ 1 argument * money 0.2 
  

  

100 

  

0.2 

  

  

  

  

money + increase 
  

  

money money 

        1000   year 
  

Fig. 2 Exponential increase 

If the argument is strong enough to get a 

20 percent increase each year, the 

money grows exponentially. A wise 

administration realises that this will 

grow without limit until all the resources 

of the institution are absorbed. How- 

ever, exponential growth models are 

very relevant in for example bacterial 

growth and epidemics, while the corre- 

sponding exponential decay models are 

relevant in Physics to radioactive decay 

and to charge on capacitors. 

Suppose that a money limit is imposed, 

such that the increase calculated in Fig- 

ure 2 is further multiplied by a factor f 
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such as (1 - money/limit) so that as the 

money approaches the limit, the in- 

crease is reduced until at the limit it is 

zero. Figure 3 shows the resulting 

model. 

Figure 3 is logistic growth, common in 

population studies where a population 

initially grows exponentially until it 

starts to run out of food or space. As is 

now well known, ‘logistic growth mod- 

els can exhibit chaotic behaviour at large 

growth rates. If the parameter ‘argue’ in 

Figure 3 is made equal to about 2.0, the 

graph bifurcates and oscillates above and 

below the ‘limit’. At ‘argue' = 2.5 the 
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bifurcation has bifurcated, and at about 

2.9 the graph goes up and down chaoti- 

cally (see Figure 4). This behaviour, 

studied by Fiegenbaum on a pocket cal- 

culator, was an important source of our 

current ideas about chaos. Thus in a 

few simple steps we have gone from the 

trivial case of a linear increase, known 

to any child in secondary school, to near 

the edge of part of modern mathematics. 

  

  

  

  

  

  

  

  

  

              

  

  

  

        

year increase argument 

year +1 argument * money * f 0.2 

1 100 0.2 

money f 

money + increase 1 - money/limit 

1000 
year 

limit 

5000 

5000 

Fig. 3 Logistic growth model. 

To take another example, it is not hard 

to make the Lorenz model of convection 

currents in a fluid heated from above 

(see e.g. Marx 1987), as shown in Fig- 
ure 5. 
Air near the ground is warmed and rises, 
while air high in the atmosphere is 
cooled and falls. When the warm air has 
risen it is cooled, and when the cool air 
has fallen near the ground it is warmed, 
so the convection can continue. 
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(a) (b) 
  

            

  

Fig. 4 (a) bifurcation (b) chaos 

But if the convection is rapid, warm air 
is carried over the top of the convection 
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cell without having time to cool, and 
cool air is carried over the ground with- 
out warming. If cool air starts going up 
and warm air starts coming down, the 

convection rate will reduce or may even 

reverse. . 

ie 
Fiat 

warm air cooled 

<=— 

cool air falling ' 4 warm air rising 

ea 
cool air warmed 
  

Fig. 5 Convection current in atmosphere 

An _ idealised form of the Lorenz 

equations relating the rate of 

circulation to the horizontal and 

vertical temperature gradients is: 

dx/dt = 10(y - x) 

dy/dt = -xz +28x - y 

dz/dt = xy - (8/3)z 

and is easy to put into a modelling 

system such as that described 

here, and will generate the well 

known Lorenz _ strange attractor if 

x, y and z are plotted against one 

another. 
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2 DINAMIX: another modelling pro- 

gram 

DINAMIX is a modelling system devel- 

oped in Portugal in the project MINER- | 

VA by Vitor Duarte Teodoro of the 

Technological University in Lisbon. 

Unlike CMS, in DINAMIX models are 

expressed directly as differential equa- 

tions. 

As in Figure 6, a model in DINAMIX is 

written by giving one or more differen- 

tial equations, specifying initial values 

and constants, and asking for graphs. A 

stroboscopic graph option makes it pos- 

sible to show the motion as well as 

graphs of speed and position against 

time. 

Figures 7 and 8 show how the very ele- 

mentary model of Figure 6 can be de- 

veloped into a model of a harmonic os- 

cillator. 

Such a progression suggests how a com- 

puter modelling program can be used to 

teach calculus. Simple models like 

Figure 6 introduce the idea of a deriva- 

tive, and relate the derivative to the 

slope of a graph. In the model of Figure 
7 the derivative itself has a derivative, 
so that the slope of the graph of x 
against time is continually changing. In 

Figure 8, the rate of change of velocity 

is itself determined by x, which is 

changing. We have a negative feedback 

loop, from displacement to rate of 

change of velocity, which determines 
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Model window Graph window Graph window 
  

dx/dt = vx 
WKS? 

y=? 

x “4 

  
      
  

  

  

    
Initial values window Graph window 

vx = 10 y 

x=0 

y=2   

  

  
  

Fig. 6 DINAMIX model of constant velocity 

  

Model window Graph window Graph window 
  

dx/dt = vx 
dvx /dt =a 
a=F/m 
Fa? 
m=? 

< Wy
 

~ 

x Vv 

      
  

  

Initial values window Graph window 
  

    
y 

  

  

  
  

Fig. 7 DINAMIX model of constant acceleration under a constant force 

  

Model window Graph window Graph window 
  

dx/dt = vx 
dvx /dt =a 
a=Fim 
F=-k*x 
Y= 2 

m=? 
y=? 

NL. 
  

aw,     
  

  

Initial values window Graph window 
  

      
y 

  

  
  

Fig. 8 DINAMIX model of harmonic oscillator 
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the velocity, which itself determines the 

displacement. As in other cases we will 

see later, this is an example of a general 

system principle: 

negative feedback plus delay 

3 Iterative dynamic models 

All the models we have looked at so far 

are iterative dynamic models (Roberts et 

al 1983). Several systems for iterative 

dynamic modelling exist, amongst 
gives oscillation them: 

System machine country 
Dynamic Modelling System BBC/IBM UK 
Cell Modelling System BBC/IBM UK 
DINAMIX IBM Portugal 
STELLA Macintosh USA 

The Cell Modelling System (Ogborn and 

Holland 1986) came after our earlier 

Dynamic Modelling System (Ogborn 

1984). STELLA (1987) exploits the 

graphic capabilities of the Macintosh 

microcomputer. However, if one has no 

access to such a system and wants to 

  

[ 0.2 decay constant 
  

  

1000 initial value 

800 

640 each value is 

512 the previous value 

410 minus 

328 the decay constant 

262 times 

210 the previous value 

168 

134 

107       

avoid direct programming, the best so- 

lution is to use a commercial spreadsheet 

(Folha de Calcul) such as EXCEL 

(Ogborn 1986). Just to make the point, 

Figure 9 shows a model of radioactive 

decay built with a spreadsheet. 

1000 

500 

Fig. 9 Spreadsheet model of exponential decay 
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These modelling systems are suitable for 

any problem involving solving differen- 

tial equations or finite difference equa- 

tions, which is to say, a great number 
of probiems in Science in general and in 

Physics in particular. Relevant applica- 

tions include: 

Physics 

Mechanics 

Projectiles, Planetary motion, 

Oscillator, Relativistic motion 

Electricity and magnetism 

RC circuits, LR circuits, LRC circuits, 

particles moving in electric and 

magnetic fields 

Optics 

Two slit interference, Diffraction at a 

slit, Diffraction grating 

Heat 

Conduction 

Chemistry 

Reaction rates 

Temperature dependence, 

Concentration dependence 

Equilibria 

Pressure dependence, Temperature 

dependence 

Analysis 

Titration, pH 

Transport 

diffusion, effusion, pumping 

Biology 

Populations 
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exponential growth, limited (logistic) 

growth 

Ecology 

competition between species, 

interdependence of species 

Animal and plant biology 

energy balance of organisms, animal 

and plant growth 

Cell biology 

enzyme reactions, cell growth, nerve 

impulses 

Applied and general problems 

Road traffic 

Home heating 

Electricity supply and demand 

Nuclear power stations 

Diet and slimming 

_ The general concept of iterative dynamic 

modelling is to identify important vari- 

ables which describe a system, and for- 

mulate how they change in time as a re- 

sult of the values of other variables and 

constants. The rules for evolution of a 

system are thus the rules for computing 

the next value of each variable. Such 

equations may have, but will not always 

(or even often) have, analytic solutions. 

The tradition in Science teaching has for 

a long time been to focus exclusively on 

those equations which do have analytic 

solutions. Let us compare the advan- 

tages and disadvantages of the computa- 

tional and analytic approaches: 
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Computational solutions 

Steps close to physical reality 

Accessible early in learning 

Adding complexity is easy 

Only particular solutions 

In general, each step of a computational 

solution corresponds to some real physi- 

cal relationship or process, and so has a 

direct interpretation in reality. The 

computational process reflects the physi- 

cal process The same can not be said of 

the procedures used to obtain analytic 

solutions: nothing physical corresponds, 

for example, to the process of integra- 

tion by parts. For these reasons, com- 

putational solutions are accessible earlier 

in learning, since learning the Physics is 

also learning the steps in the solution, 

while to obtain analytic solutions one 

normally needs other prior mathematical 

knowledge of functions and of methods 

of integration. 

Because the existence of analytic solu- 

tions is very sensitive to the detailed 

structure of the differential equations (in 

particular often requiring them to be lin- 

ear) adding a small real life complexity 

to a problem may produce a very sharp 

rise in the mathematical difficulty of 
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Analytic solutions 

Formal methods of integration 

Needs previous mathematics 

Adding complexity is difficult 

General, manipulable solutions 

solving it. Adding damping to an oscil- 

lator makes solving the equations harder, 

and adding non-linear damping may 

make an analytic solution impossible. 

By contrast, in computational solutions, 

adding complexity will often only add a 

line or two to a program. Figure 10 

fancifully sketches a relation between 

‘the difficulty of getting a solution and 
the amount of reality the model includes. 

  

Difficulty 

— analytic solutions 

  computational solutions 

    Reality 
  

  

Fig. 10 Difficulty and reality 

There is, however, a very good reason 

for the dominance of analytic solutions. 

An analytic solution, expressed in a 

closed form mathematical expression, is 

quite general and can itself be manipu- 
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lated and operated on. By contrast, 

computational solutions are always par- 

ticular cases. One can move some way 

towards generality by varying parame- 

ters to generate families of solutions, 

but the computational solutions remain 

as displays of results rather than manipu- 

lable mathematical expressions. Thus 

analytic solutions will always have an 

(a) traditional sequence 
  

Laws of Physics 

important role to play. They are like 

diamonds, uniquely valuable, but rare 

and costly. The question is not whether 

to do without them in favour of compu- 

tation, but when and how to include 

them. Figure 11 contrasts the common 
traditional sequence of teaching with one 

which might serve us better (Ogborn 

1989). 

  

  

  

  

N\ Analytic solutions of 
differential equations }— differential equations 
in Physics 

  

Numerical solutions of 

in Physics           
Differential and Fad 
integral calculus       

(b) a better sequence? 
  

Physics taught 
with numerical 

solutions 

  

        

Analytic solutions of 

differential equations 

    

  

Differential and 

integral calculus 

      

in Physics 

Numerical solutions: 

linear and non-linear 

problems 

  

      

Fig. 11 Traditional and computational learning sequences 
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Traditionally, we teach Physics and 
some calculus alongside one another, so 

as later to be able to develop analytic 

solutions for differential equations in 

Physics. Much later, perhaps only in 

graduate school, is the student intro- 

duced to numerical methods. The alter- 

native, which I believe would be better, 

is to teach Physics by means of some 

very elementary numerical methods, 

and to use this to"*develop the ideas of 

the calculus so as later to develop ana- 

lytic methods and numerical methods in 

parallel. 

4 Modelling without mathematics 

Up to now, what has been suggested is 

hardly revolutionary, and fits well with 

the nature of modern Physics. The next 

suggestion is however more shocking: it 

is that we need to begin modelling with- 

out, or with the absolute minimum of, 

mathematics. Consider what is needed if 

one is to make models of the kind dis- 

cussed so far: 

1 Imagining the world constituted of 

variables 

2 Conceiving physical relations as 

mathematical relations between vari- 

ables 

3 Giving appropriate values to variables 

4 Seeing a model as a structure with 

possibilities. 

102 

Of these, the first is perhaps the hardest. 

As Physicists we have become so used to 

imagining the world as analysable as the 

interaction of quantitative variables that 

we forget what a huge step in imagina- 

tion this is. There is good evidence, 

supported by commonsense observation, 

that young students see the world as 

built of objects and events, not as built 

of variables. 

We have built, and tested with students 

in the age range 12-14 years, a model- 

ling programme which focuses just on 

imagining variables and the connections 

between them, without having to spec- 

ify the form of mathematical relations. 

It was developed in the project Tools for 

Exploratory Learning, in association 

with Joan Bliss, Rob Miller, Jonathan 

Briggs, Derek Brough, John Turner, 

Harvey Mellar, Dick Boohan, Tim 

Brosnan, Babis Sakonidis, Caroline 

Nash and Cathy Rodgers. The back- 

ground to this project is given in Bliss 

and Ogborn (1988, 1989). The design of 

the modelling programme is in Miller et 

al (1990) and results are discussed in 
Bliss, Ogborn at al (1992) and Bliss and 

Ogborn (1992). 

The modelling system is called IQON 
(Interacting Quantities Omitting Num- 

bers). In IQON one creates and names 

variables, and links them together 

graphically. Again, the best 

introduction may be by example. 
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Figure 12 shows what the previous 

example of an oscillator looks like when 

expressed in IQON. 

fy d| 
aps 

Fig. 12 An oscillator in IQON 

  
  

          

  

A positive velocity progressively in- 

creases the displacement, through the 

'‘plus' link. But a positive displacement 

progressively. decreases the velocity, 

through the action of a spring, repre- 

sented via the 'minus' link. The out- 

come is that the system oscillates, a ex- 

ample of the principle mentioned before, 

that negative feedback plus delay gives 

oscillation. What is shown in Figure 12 

is all that the user has to do: to create 

and name two variables and to link them 

as shown. No equations are written at 

all. 

However, IQON is also intended for 

thinking about systems where we have 

much vaguer ideas about quantities and 

their relationships. Consider the quality 

of this very meeting. We may imagine 

that much depends on the quality of the 

workshops. If that is high, the partici- 

pants become happier and happier as the 

week goes by. But if they are happy 

they may perhaps participate more ac- 

Portgal Phys. 21, 3/4, pp.93-114, 1992 

tively in workshops, so that the quality 

of workshops itself increases. Figure 13 

shows this idea expressed in IQON. 

(a) initial setting 

  
  

He 
happiness of participants 

                
  

quality of workshops 

  

        
HH s| 
S| 
  

activity of participants 

(b) positive feedback causes runaway 

eo 
happiness of participants 

  
  

              
  

quality of workshops 

  

        

activity of participants 

Fig. 13 An IQON model for success of 

workshops 

This model is notably optimistic. It 

contains positive feedback, so that if as 

in Figure 13(a) the quality of workshops 

is somehow increased by a_ small 

amount, then after some time all the 

variables are driven to their positive 

limits. It does not matter whether the 

model is correct; what matters is that 

such effects are possible and will cer- 

tainly arise in some cases, whatever the 

details of the system. An increase in 

global temperature causing melting of 

polar ice, which by reducing reflectivity 

increases the energy absorbed from the 
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Sun and so leads to a further increase of 

global temperature is an example. 

In its present implementation, all IQON 

variables are alike. Any input from 

other variables simply modifies the rate 

of increase or decrease of a variable. 

Each has a central ‘neutral’ position at 

which its output has no effect. Figure 14 

shows this schematically. 

  
  

    
  

  
  

                  

t >> He 

TOOL 

Fig. 14 Behaviour of linked variables in 

IQON 

If variable 'A' is above ‘neutral’, a posi- 

tive link from it to variable 'B' drives 'B' 

up progressively until it reaches the limit 

of its box. Similarly, a negative link to 

'B' drives 'B' progressively down. Thus 

'A' determines the rate of change of 'B’. 

Multiple inputs to a variable are simply 

averaged, taking account of sign, to 

determine the rate of change, though 

some inputs can be given greater weight 

than others. The response of each vari- 

able is made non-linear, through a 

‘squashing function’ which restricts its 

values to the range minus one to plus 

one. A variable also has some 

(adjustable) internal damping. In fact, 

the behaviour is similar to that of some 
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forms of artificial neuron (McClelland 

and Rumelhart 1987). One may of 

course also regard a variable as a (non- 

linear) integrator of its inputs. 

These features mean that any system of 

inter-linked variables a user designs will 

have a smooth behaviour, with no ten- 

dency for variables to go to infinity or to 

produce large step function outputs, and 

that any system will have a unique stable 

condition from a given starting point. 

Figures 15 and 16 show two examples of 

models created by pupils aged about 13 

(Bliss and Ogborn 1992). 

    

                

    

              

  
  

attitude disease 

7 ~ 

sleep fitness health 
lal 

              
  

homework drinking good things 

Fig. 15 Nancy's IQON model for keeping fit 

Nancy (Figure 15) sees fitness depend- 

ing both on general health and on 

whether one is getting plenty of sleep, 

and additionally on attitude. Jokingly, 

she says that if the school gives her a lot 

of work to do at home she gets less 

sleep. Health she sees as affected posi- 
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tively by sensible diet and negatively by 

disease, in both cases sliding a little away 

from quantitative variables towards events. 

Disease has a direct negative effect on 

fitness, and also an indirect effect via 

attitude. The point is not whether Nancy is 

right, but that she has produced a model 

which is discussable, and whose results 

when run may surprise her and lead her to 

think some more. 

    >>—T]               

cars traffic lights +: 

  
congestion    

  

  

car parks 

Fig. 16 Burgess'IQON model for traffic 

congestion 

Burgess (Figure 16) was modelling traffic 

congestion. His ‘variables’ are more like 

objects than like amounts of something. 
Because of the feedbacks in the model, 
when it is run it can give surprising results. 

Increasing ‘car parks' can at first decrease 

‘congestion’ but, because of the loops 
between ‘cars’ and ‘car parks’ and between 

‘traffic lights' and 'congestion', the model 
is liable to oscillate. Again, what matters 
is that this is likely to lead the pupil to 
reconsider ideas. 
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Overall, the results of our studies with 

IQON (Bliss and Ogborn 1992) can be 

stated as follows: 

e all pupils could make some model 

e half or more made models with fairly 

sophisticated interconnections 

e those who made their own models 

were more radical in criticising or 

reformulating them than were those 

who were given previously prepared 

models 

e many had difficulty creating amount- 

like variables. The tendency was to 

create objects and events. 

esome pupils could argue about 

feedback effects 

e most pupils’ work produced discus- 

sable ideas, capable of leading to 

progress in modelling. 

In summary, we have a simple graphic 

modelling facility, for pupils to build such 
models out of just a few building bricks, 

and for them to be able to see some of the 

basic qualitative interactions at work, 

without yet having to consider exact 

functional relations between variables. The 

significant information is in the qualitative 

pattern of relationship and_ change 

amongst variables. : 

In Physics, one might begin with such 

qualitative models. Later, it would be 

time to see how well defined relation- 

ships in similar models can give more 

precise answers, in numerical simula- 

tions. 
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5 Modelling with objects and events 

If one wants to make computational 
models with young pupils - say 8 to 12 
years - then it would seem to be a good 
idea to: model not variables but objects 

and events. We have been developing a 

modelling system for this purpose, 

called WorldMaker (Boohan, Ogborn 

and Wright, forthcoming). 

A WorldMaker model of sharks preying 
on fish might look like Figure 17. 

  

      

    
  

  

  

  

  

  

  

  

Objects World 

*eX< Shak p< p< wT wv 

p< aa Ww p< 
y® Fish 

od L< 

SF TF hX< p< 

wT D< wT 

SF GF tp< 

VT p< p< wT vo 

Rules 

Rules for Sharks Rules for Fish 

Sharks eat Fish ’ Fish die 

t<| oe p< ww iat 

Sharks die ish breed 

ax =a Ww oy | yw” 

Sharks breed Fish move 

p< | ex | ex al a ww 

Sharks move 

p< -— p<                 
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Fig. 17 Predator and prey in WorldMaker 
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A WorldMaker world consists of objects 

on a grid. Rules telling the objects what 

to do are defined graphically. Thus in 

Figure 17, the two kinds of object, 

sharks and fish, swim around the grid, 

being placed on it using drawing tools. 

Rules are specified by drawings, too. A 

shark next to an fish eats the fish. A 

shark on its own may die. A shark next 

to an empty space may breed or may 

move. The three rules for fish are 

similar to the last three rules for sharks. 

All rules have the form ‘condition - ef- 

fect’. Any rule can be set to ‘fire’ with a 

probability selected by a slider bar, so 

that for example relative breeding rates 

can be altered, or sharks can be made 

very long-lived. In this model, if 

sharks breed too fast, they can destroy 

the fish population and then themselves 

die out. As is well known, — such 

predator-prey systems can oscillate. 

The concept of WorldMaker derives 

from that of Von Neumann's cellular 

automaton (one of the best known in- 

stances being Conway's Game of Life), 

with the addition of moving objects each 

of which retains its identity, and of the 

possibility of random choices of allowed 

changes. A cell automaton consists of 

an array of cells, each of which has a 

small finite number of states. The state 

of a cell changes in relation to its own 

present state and those of its immediate 

neighbours. Thus the rules for evolu- 
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tion of the system are local rules, the 

same everywhere. A useful general ac- 

count is given by Toffoli and Margolus 

(1987). 

The system as a whole is not represented 

explicitly at all, but is visible to a per- 

son watching the model evolve, as some 

pattern of behaviour of the assembly of 

objects. 

A simple model suitable for young pu- 

pils addresses the question why buses in 

town always seem to come in groups. 

Figure 18 shows the idea. 

If buses stop to pick up people when 

they are there, the buses soon become 

clustered on the road around which they 

travel. WorldMaker allows directions 

of movement to be given to an object by 

the background it is on, making it sim- 

ple to construct paths or tracks for ob- 

jects. The example illustrates one of the 

several ways in which backgrounds and 

objects can interact, which include 

either changing the other into a different 

one. An example of such changes is a 

‘farmer’ who moves around the grid 

‘planting crops’ (i.e. changing bare earth 

to plants) and one or more ‘pests' who 

move around destroying the crops. 

Another is shown in Figure 19, in which 

a creature moves purely at random, but 

moves frequently in the ‘light’ and rarely 

in the 'dark’. The-result is that any initial 

distribution of creatures ends up with 

most of them in the ‘dark’ region. 
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Objects World 
  

HM Bus 

  @ Person 

    

        Places 
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Path 

Rules 

Rules for Bus Rule for Person 

Bus on Road next to Person Person on Path next to empty 
on Path picks up Person Path moves 

  

        

  

  

  mi A-- 
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Fig. 18 WorldMaker for buses travelling in groups 

Objects World 
  

@ Creature 

    
  

Places 
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Rules 
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Fig. 19 WorldMaker model of preferential random distribution 
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An even simpler system, is able to illus- 

trate molecular diffusion, as in Figure 

20. The walls can be drawn anywhere 

one likes, and the initial distribution can 

be varied. The educational lesson here 

is important. A large scale, macroscopic 

appearance of systematic change can be 

generated by what is at the microscopic 

level random. Exactly the same rule will 

produce the outward diffusion of parti- 

cles placed in a cluster at the centre of an 

otherwise empty screen. 

Objects World 
  

@ molecule 

Bal wall 

      

  

Rules 
  

molecule next to space jumps 

fe) Fie] 
Fig. 20 WorldMaker model of molecular 

diffusion. 

  

        

An adaptation of the model in Figure 20 

leads to a model of diffusion limited 

aggregation. One just adds another ob- 

ject, a seed, which does not move, and 

the additional rule that a molecule 

alongside a seed is captured and turns 

into a seed. Figure 21 illustrates the 

kind of fractal structure which can re- 
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sult. It is not as impressive as the ex- 

amples given by Professor Stauffer in 

his lecture (this issue) but students or 

teachers can make the model themselves. 

Other examples mentioned by Professor 

Stauffer can also be modelled, including 

cloud formation and the Ising model. 

    

      

Objects World 

@ molecule @ ® 
@ @ @ @e@ 

C) @ 
@ seed 

@®e0e@ @ ee 

@ee 

e @eee 

© @®eee @ 

© @ @ ee 

@ @ee@       

Rules 
  

molecule next to space jumps 

molecule next to seed becomes seed 

|@|e}+ ele 

  

  

    

  

          

Fig. 21 WorldMaker model of diffusion lim- 

ited aggregate 

Let us mention some other models, 

simple and more advanced, which 

WorldMaker makes possible. One is 

radioactive decay, in which the rule us 

simply that an object representing a nu- 

cleus has a finite probability of changing 

to a stable nuclide. Such a model is 

readily extended to a decay chain. 
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Marx (1984) gives the example of a for- 

est fire, which belongs to the large class 

of percolation problems. A cell can be 

empty, or can contain a tree which is 

alive or is burnt. Trees are placed at 

random with a certain density over the 
screen, and one of them is 'set on fire’ 

(figure 22). A tree burns if one or more 

of its neighbours burns. Will the fire 

travel all through the forest? It turns out 
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that there is a critical density of trees for 

this to be likely. An equivalent problem 

is that of whether a mixture of conduct- 

ing and insulating grains will be con- 

ducting, or of whether there are con- 

tinuous percolation paths for oil through 

cracked rock strata. Marx (1984, 1987) 

gives many other interesting similar 

ideas. 
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Fig. 22 Forest fire: one tree is set on fire - will all the forest burn? 

Simple examples of chemical reactions 
can be modelled by having cells filled 
with two or more species of ‘molecule’. 
Molecules may move to empty cells or 
may combine with others nearby to 
make product molecules, which them- 
selves may react in the reverse 
direction. 

110 

In teaching thermodynamics, use can be 

made of models in which energy quanta 

move from particle to particle at random. | 
Atkins (1984) describes a simple model in 

which cells have only two energy states, 

which offers an elegant introduction to 

temperature as understood statistically. 
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these models have the great advantage 

at the objects one is talking about are 

tly represented on the computer 

screen. If the work concerns sharks eating 

fish, there are icons of sharks and fish to 

look at. If the problem is about molecules, 

one looks at an array of entities 

representing molecules, not at a display of 

variables such as temperature and pressure 

(though the system¢ might in addition 

calculate these). The behaviour of the 

whole system is represented to the student 

by the visible pattern of behaviour of the 

objects, not as values of system variables. 

In general, the rules for the behaviour of 

entities are simple and intuitive, usually 

relating directly to their behaviour in the 

real world. Despite this simplicity, quite 

complex and analytically intractable 

systems can be studied. 

6 Conclusions 

I have in this paper suggested three 

things: 

(a) that there is an important role in sci- 

ence teaching for quantitative system 

modelling; 

(b) that there is scope for qualitative 

computational modelling of systems of 

variables. 

(c) that use can be made of models 

which manipulate the objects in a system 
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rather than the variables, and that cell 

automata provide a useful formalism for 

this concept; 

Systems to provide for (a) already exist, 

and are in use in some schools, mainly in 

the upper age range. Those who cannot 

get or afford such a system, or who prefer 

an alternative already known to many 

pupils, can do a great deal with a spread- 

sheet program. The possibility is opened 

up of teaching Physics through modelling 

without having to wait until students know 

the calculus, and indeed of teaching the 

calculus in this way. 

Suggestion (b) is more radical. We have 

built and tested a prototype, and can say 

that with it quite young pupils can produce 

interesting models. There are good 

psychological reasons for thinking that 

qualitative reasoning about variables is 

important, because of its pervasiveness in 

all human thought. The opportunity 

offers for teaching quite young students 

about systems of variables and effects of 

feedback, before they are ready to deal 

with quantitative formalised relations 

between variables. 

Plenty of simulations which belong within 

the concept of (c) already exist, and are 
not difficult to program, though speed may 

be a problem. What I have suggested is 

the value of a generalized facility for 
building such models, and I have described 

one such system. Here we can see how 

the idea of modelling could be extended to 
pupils even in the Primary School. 
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I have tried to take a very broad view of 

what modelling with the computer might 

be, in the context of education. Thus 

let me finally try to put these thoughts in 

a more general perspective. 

I will begin by noting that the normal 

order in which people come to appreci- 

ate the role of computational models, is 

far from ideal. |The normal order is 

that first one is supposed to learn func- 

tional relations between quantities 

(Ohm's law, Newton's laws etc.), then 

some differential calculus, then integra- 

tion, then numerical methods, and fi- 

nally one is expected to see the unity in 

all this. This path is followed hardly 

any distance by most pupils, and the 

whole distance by almost none except 

the best doctoral students. 

This leads me to propose in a sense to 

reverse the normal order. We should 

perhaps concentrate from the beginning 

on form , defined at first loosely and 

then more precisely. At present we 

leave form until last, if we ever reach 

it at all. 

If it is true that children would find 

computational representations _ of 

objects easier to deal with than 

representations of system variables , 

then this suggests one kind of 

beginning with modelling in which the 

child tells the objects what to do, not 

the variables. Form is then 

represented by patterns of behaviour of 

collections of objects. 
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A second beginning, directed towards 

analysing systems into related variables, 

might be with modelling systems sup- 

porting qualitative reasoning, or patterns 

of cause and effect, involving variables. 

Here one has the possibility of looking at. 

form as the typical kind of behaviour of 

systems with a given structure. The 

reason why oscillators oscillate is fun- 

damentally the same. The reasons why 

stable systems are stable are often basi- 

cally similar. 

Thus, at this general level, I want.to em- 

phasize the very real importance, 

equally for young pupils and for the best 

experts, of qualitative reasoning about 

form. The young child can often guess 

how things may go, and can look at a 

model on the computer to see if it 'goes 

right’ or not. The expert is an expert just 

by virtue of having passed beyond the 

essential stage of being able to do de- 

tailed calculations, to have reached the 

even more essential stage of knowing 

what kind of calculation to do, and what 

kind of result it will give. 

To create a world, whether constituted 

of variables or of objects, and to watch 

it evolve is a remarkable experience. It 

can teach one what it means to have a 

model of reality, which is to say what it 

is to think. It can show both how good 

and how bad such models can be. And 

by becoming a game played for its own 
sake it can be a beginning of purely 

theoretical thinking about forms. The 
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microcomputer brings something of this 

within the reach of most pupils and 

teachers. 
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  COMPUTER SIMULATIONS OF WIDOM'S MICROEMULSION MODEL 

D. STAUFFER 

Institute for Theoretical Physics, Cologne University, D-W-5000 KOIn 41, Germany 

ABSTRACT - Microgmulsions are mixtures of oil, water and “‘soap" (amphiphilic molecules). The 

Widom model of 1986 describes them by a spin 1/2 Ising model with competing interactions to nearest 

and further neighbors. We review the Monte Carlo simulations of this Widom model, for static and 

dynamic properties. 

1. INTRODUCTION 

If poor people wash their dishes or rich 

people extract crude oil from the earth, in 

both cases "soap" may help. These soap 
molecules are called detergents for dish 

washing and are a part of the "brine" fluid 

pumped into the rocks for enhanced oil 

recovery. Thus not surprisingly, scientists 
at Shell Laboratories in Amsterdam made 

computer simulations for both problems. 
And I will report here on _ simpler 
simulations of a lattice model for 
microemulsions invented several years 

ago by Benjamin Widom{1] at Cornell 
University, for which together with 

Naeem Jan (Canada), Debashish 

Chowdhury (India), and others lots of 

simulations were made since 1987. 

2. BASIC CONCEPTS 

Microemulsions[2] consist of oil, water, 

and amphiphilic molecules. These am- 
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phiphilic molecules have hydrophilic 

head attracted by water, and a hydro- 
phobic tail attracted by oil. For simplic- 

ity we denote the amphiphiles as “soap” 

. molecules. Since they can easily move 

between oil and water, the soap mole- 

cules can drastically reduce the interface 

tension between the oil phase and the 

water phase. As a result, one of the 
possible states of a microemulsion are 
small oil droplets in water, or small 

water droplets in oil, where the whole 

droplet surface is coated by soap to re- 
duce the interface tension. The droplet 

radii are in the nanometer range; thus 

the microemulsion is transparent to 
light, differently from milk. A_ third 

possible phase for microemulsions is 
called bi-continuous, where water, oil, 

and soap are intermingled together in a 

non-periodic but also non-random way. 

A simple computer simulation should 
use a lattice on which the molecules are 
moved by a Monte Carlo procedure. 
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Molecular dynamics simulations where 
molecules follow Newton's law of mo- 

tion are usually much more demanding 

in computer time and programming ef- 

fort. Each lattice site then carries a dis- 

crete variable, called a spin by physi- 
cists, which determines which type of 
molecule sits there. The obvious choice, 

taken by many authors[2], are three 

possible states for each spin, corre- 

sponding to oil,‘water, and soap. The 

elegance of the Widom model[1] and 

the reason that more Monte Carlo 

simulations were made for this than for 

other microemulsion models is that it 

uses Only two states, spin up and spin 
down. The three types of molecules are 
then represented by the bonds between 

neighbor spins on the lattice: Two up 
spins correspond to water, two down 
spins to oil, one up and one down spin to 

soap. The spins are thus either 

hydrophilic or hydrophobic (molecules or 
parts of molecules). Also some of the 
molecular dynamics simulations[3] follow 
this simplification of only two types of 

elements; amphiphiles in these simulations 

are chains of hydrophilic and hydrophobic 

elements. Simplicity is a matter of taste 
but I find this Widom model simpler than 

the later lattice models[2] having at least 

three states for each spin. Also from the 

computational point of view the two states 

per site are easier to store and treat in 
single bits[4] than three or more states. A 

disadvantage is that we need now 

interactions to more than just nearest 

neighbors. On a square or simple cubic 

lattice the interaction energy 
(Hamiltonian) is 
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with positive J and negative M, where 
all sums count each pair only once; the 

first sum goes over nearest neighbors, 

the second over next-nearest neighbors, 

and the third over neighbors two lattice 

constants away. No interaction with 

neighbors at distance J3 is used, and 

instead of the factor 2M one has also 

used a free interaction parameter here. 

This interaction energy is completely 
symmetric with respect to spin up or 

spin down; a difference between oil and 

water has been obtained by using a field 

term proportional to 2:Si. When M is 
set to zero we recover the standard Ising 
model. This model now can be simu- 

lated with standard Monte Carlo tech- 

niques[5]: A spin is flipped with a prob- 

ability proportional to exp(-A Akp7) 

where A Fis the energy change associ- 

ated with such a flip. Ref.6 gives dirty 

tricks to facilitate vectorization. Many 

other lattice models have been studied 
but except for the three-phase coexis- 
tence to be discussed below few quali- 

tative differences between their phase 
diagrams and those of the Widom model 

seem established. Thus we ignore them 
here and try to review only all simula- 

tions of the Widom model. Mean field 

theories[7] of the Widom model are 

useful qualitative guides but may give 

transition temperatures differing by a 
factor three from the — simulation 
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value; they may also have difficulties in 
distinguishing between first and second 
order phase transitions. Since this 
conference is for physicists, we will use 
mainly a magnetic language to describe 
the Widom model results. 
Ferromagnetism with a positive 
(negative) spontaneous magnetization 

then corresponds to a water-rich phase 

(arf oil-rich phase), paramagnetism to a 
more or less random mixture of water 

and oil. In both cases, soap separates the 

oil molecules from the water molecules. 

The Curie temperature corrresponds to 
the demixing temperature; for lower 
temperatures oil and water no longer 
mix homogeneously. 

3. EQUILIBRIUM 

To describe the results at finite tem- 

peratures we use Widom's notation 

j =J/kpT and m = M/kgT to describe the 

phase diagram. In three dimensions for 

m=0 we get the second-order Ising 

transition at j=0.221656 between a 

ferromagnet and a paramagnet. For 

negative m ferromagnetism is becoming 

more difficult, and the phase transition 

temperature is diminished (j increases). 

At about j=0.9, m=-0.09 a higher 

order critical point is reached, and from 
then on the phase diagram becomes 

more complicated[8]. Near that higher- 

order point the interface tension gets 

very small[8], as required for mi- 

croemuisions. We increase the positive 

ratio r = -m/j and then for a fixed r de- 
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crease the temperature (increase /). Then 

for small r up to 0.1 we find the above- 

mentioned second order phase _ transi- 

tion from paramagnetism to ferromag- 

netism. For large r we find first-order 

phase transitions to various periodic — 

phases, like one plane of spins up, the 

next plane down, and so on in an up- 

down period of length two. These peri- 

odic phases are expected to depend on 

the lattice structure and are thus hardly 

realistic; we might identify them with 

liquid crystals. The transition between 

ferromagnets and paramagnets, on the 

other hand, is known to occur also 

without a lattice in a similar way[9] and 

thus is much less determined by the lat- 

tice approximation of the Widom 

model. Therefore for a discussion of mi- 

croemulsions we restrict ourselves to 

ratios r between zero and about 0.1. (in 

two dimensions the phase diagram is 

similar but somewhat simpler[10,11].) 

Most of the phase diagram of ref. 8 was 

confirmed by the simulations of ref. 12. 

Near j=1.1, m=-0.12 some discrep- 

ancy appeared (ferromagnetism or lay- 

ered phase ?), with ref.5 later reconfirm- 

ing ref.8. With a low-temperature per- 

turbation expansion, ref.12 found a 

phase with period six: Three planes of 

up spins followed by three planes of 

down spins, and so on. This phase was 

not found in the Monte Carlo simula- 

tions[8,5] perhaps because their tem- 

perature was not low enough. (Ref.11 
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gives the oil, water and soap concentra- 

tions as a function of j, m, and 

"magnetic field”.) 

Lots of recent Ising research concerns the 

behavior near solid walls, and also for the 

Widom model such simulations were 

made. In particular, is the correlation 

function (concentration profile) near the 

wall monotonic or oscillating? The 

simulations[13] indicate that the 

concentrations decay monotonically 

(oscillatory) in the paramagnetic phase if 

for the same interaction ratio r at lower 

temperatures the ordered phase is fer- 

romagnetic (periodic). Perhaps only 

paramagnetic phases with oscillating 

correlations should be identified with the 

bicontinuous phase of microemulsions. 

If the free space between the walls gets 

smaller and smaller, and the walls are 

replaced by a more disordered geometry, 

we have microemulsions in porous media: 

Oil and brine in rocks. The extreme limit 

is the randomly diluted Widom model, 

where single sites randomly either carry a 

spin (Sj =+) or are inert ($j =0). In this 

extremely fine "sand" the critical 

temperature was found to decrease 

roughly linearly with increasing sand 

concentration, until at some threshold is 

seems to vanish, in both two [19] and 

three[6] dimensions. Monte Carlo 

simulations are not very suited for the 

very low temperatures near that threshold; 

series expansions could be helpful 

here. 
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Microemulsions may produce micelles 

of a fixed size, that means small oil 

droplets surrounded by soap molecules 

and swimming freely in the water (or 

alternatively water drops in oil). Does 

the ferromagnetic phase of the Widom 

model show such micelles? Yes and no! 

The answer is yes if we regard a single 

spin as a nanodroplet of oil (or water). 

Then at low temperatures in the ferro- 

magnetic region nearly all spins show in 

one direction, with very few isolated 

spins pointing oppositely. These isolated 

overturned spins then correspond to 

micelles. Of course, such "micelles" 

occur also in the simple Ising model. If, 

on the other hand, we identify the single 

spins with single molecules, then a 

_ micelle is a cluster of many parallel 

spins. And of course, again as in normal 

Ising models[14], such clusters do 

exist[8]. But the cluster size distribution 

decays monotonically whereas 

experimentally micelles seem to have a 

preferred size. Note that in molecular 

dynamics simulations[3] a peak in the 

cluster size distribution was observed 

only when the soap molecules were 

rather long, and not when they were 

short as in the Widom model. 

Another disadvantage of the Widom 

model is the lack of the experimentally 

observed three-phase coexistence of 

oil-rich, water-rich, and bicontinuous 

phases. So far we may either have coex- 

istence of water-rich and oil-rich phases 
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(magnetization up and magnetization 

down), or the bicontinuous phase 

(paramagnet) alone, since the phase 

transition is second order. (Ferro- 

magnetic. and layered phases may 

coexist but this is not what we are 

looking for.) If as a function of tem- 

perature one may get a first-order tran- 

sition, then near that transition ferro- 

and paramagnet may coexist, leading to 

the desired three-phase coexistence in 

the microemulsion model. This property 

can be achieved by adding a four-spin 

interaction[15] to the energy. 

4. DYNAMICS 

This section discusses the bursting of 

soap bubbles, the mixing process, and 

electrical transport. 

If we look at time-dependent effects we 

have to distinguish between models with 

fixed particle numbers (canonical en- 

semble) and those with fixed interaction 

constants J, M, magnetic field (grand 

canonical ensemble). The first method is 

computationally easier, the second more 

realistic. But also the first method is 

adequate if we study nucleation events 

proportional to exp(-energy/kgT). 

As we all know, soap bubbles burst after 

some time. Very thin soap films, called 

Newton black films, are thought to have 

a monolayer of water separated from the 
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air (or a solid) by two layers of am- 

phiphiles. We model this Newton black 

film by the Widom model (replacing oil 

by air in our interpretation). Thus we 

take one layer of down spins on top, one 

layer of up spins in the middle, and one 

layer of down spins at the bottom as our 

initial configuration of the film. In the 

simulations all these spins can flip up 

and down with the usual probabilities. 

The neighbor planes above the upper 

layer and below the lower layer are kept 

spin down. Thus initially we have a 

plane of water molecules separated from 

the surrounding air by soap. 

This configuration was found in our 

simulations[13,16] to be metastable. 

Somewhere a hole (small cluster of 

down spins) is formed in the water layer 

which then grows and lets the soap 

bubble burst. However, the lower the 

temperature was, the longer was the 

lifetime of this configuration as is 

shown in Fig.1. For long lifetimes we 

see a nice Arrhenius law as in standard 

nucleation theories: lifetime propor- 

tional to exp(-Eo/kgT) with some energy 

barrier Eg which a hole has to overcome 

before it can grow and destroy the 

bubble. The lifetime is much shorter if 

initially we have already some down 
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spins also in the (predominantly up) center 

plane; with 20 percent such down spins 

the lifetime is very short. This behavior 

agrees. qualitatively with that found 

experimentally by Exerowa and 

Kashchiev[17]; no such behavior was 

found for the simple Ising model, M = 1. 

One difference between laboratory and 
computer experiment is that in the Widom 
model we did not find completely stable 
films whereas * in experiments their 

lifetime was found to diverge at some 
critical water concentration in the central 
layer. While we had found (see previous 
sections) periodic layered phases in fully 
three-dimensional phases, the present set- 
up with only one water layer is different 

and apparently not stable. Indeed, when 

we increase the thickness of the simulated 

water layer [13] its lifetime increased 
drastically. 
An entirely different question for mi- 

croemulsions is: Given a vessel with oil 
on top, soap in the middle, and water at 

the bottom, how long does it take before 

we get a homogeneous (bicontinuous) 
phase ? Clearly, we now must use a 

canonical ensemble where molecules 
diffuse through the system. Since in the 

Widom model the molecules sit on the 

bonds between the spins, it is no longer 

sufficient (as it is in usual Ising models 
with fixed magnetization) to flip nearest 

neighbor antiparallel spin pairs. We must 

check that the number of up neighbors of 
the two spins to be flipped are equal (not 
counting the two spins to be flipped); and 
only if that is the case may we consider 

120 

  

flipping both spins with the appropriate 
thermal probability. 

As a result, the calculation is quite time 

consuming. Moreover, the relaxation to 

equilibrium is quite slow, roughly 
logarithmically in time[11], as also found 
in another model [18]. It would be in- 

teresting to make experiments to check 
this pseudo-logarithmic dependence 

which may arise from the superposition of 

many exponentially decaying Fourier 

components due to the normal diffusion 
law [11]. 

A third type of dynamics concerns 
electrical transport: When does an electric 

current flow through the microemulsion? 
A simple model assumes that only water 

carries the current. Then in the Widom 
model a continuous path of up spins is 

required to give a finite conductivity. 

Such percolation _transitions —_are 

known[14] already in Ising models to be 
different from the demixing transitions. 

For the Widom model[20], electrical 

conduction sets in if the water 
concentration exceeds about 0.1. Gelatine 

dissolved in the nanodroplets may couple 
them to a rigid gel, which is then a third 
type of transition[20]. 
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Fig.1: Nucleation time versus inverse tempera- 

ture for large Widom films. A straight line 

corresponds to an Arrhenius law. The soap 

bubble is defined as bursting if the largest hole 

covers at least five percent of the total area[16]. 
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