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ABSTRACT - Self consistent field local density theory has been applied to 
5tudy the electronic structure of transition metal compounds. Single-particle wavefunc­
t ions, spectral densities, and charge and spin densities have been determined using 
a variational LCAO method. Finite clusters are treated by embedding techniques to 
include interactions with the infinite host crysta l. Cohesive energies are calculated to 
explore relative stability of different defect structures and lattice distortions. Properties 
of oxide compounds ranging from rock salt structures to spinels and superconducting 
perovskites are presented in detail. 

1 - INTRODUCTION 

The electronic, magnetic, and structural 
properties of transition metal compounds 
are often controlled by defect and impurity 
structures. Nonstoichiometric compositions 
are frequently thermodynamically more 
stable than the perfect lattice, even at 
low temperature. ln view of the numerous 
practical applications or potential uses in 
structural ceramics, magnetic recording 
media, optical storage and computing 
clements, communication <levices, supercon­
ducting compositions - among others - it 
is clear that a fundamental understanding 
of the operative electronic mechanisms is 
required. As a result of more than twenty 
years of fairly intense experimental and 
theoretical effort, many general features 
and useful techniques have emerged. How­
ever, it is fair to say that we have only 
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begun to understand the simplest transi­
tion metal (TM) oxides, and the «real» 
materiais and their properties at finite 
temperature still present a formidable 
challenge. 

ln this report we will concentrate 
mainly on results obtained by the self 
consistent field local density (LD) theory. 
The band structure approach to LD models 
for TM compounds is presented in another 
article of this volume [l]; here we examine 
possibilities of the embedded cluster-finite 
fragment treatment of an infinite system. 
The linear combination of atomic orbital 
(LCAO) representation will be used to 
develop chemical interpretations of the 
electronic charge and spin distributions. 
The spectral functions Ni (e) and n (e, r) 
representing the energy distribution of a 
particular AO or the energy density dis­
tribution of the ensemble of occupied states 
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respectively provide insight into the 
bonding mechanisms and changes which 
take place when the ideal crystal is per­
turbed by introduction of defects. Within 
the LD spin unrestricted formalism [2], 
the spin density components 

Pa (r) = ~ ni ~ J ifl ia (r) ! 2 (1) 
1 

are defined in terms of the single particle 
eigenfunctions ifli a of the effective Hamil­
tonian, and the Fermi-Dirac accupation 
numbers niª with spin index a = t, i. The 
charge density is thus p e = p t + p ~ and 
the net spin density is 

Ps = P t - P t (2) 

A number of effective computational 
schemes have been developed to approxi­
mately solve the self consistent field 
problem. As a result, efforts have begun 
to be concentrated on extraction of de­
rived physical properties. It is worthwhile 
making a distinction between experimental 
(and calculated) properties which depend 
upon the ground state electronic distribu­
tion and those which depend essentially 
upon electronic excitations. X-ray diffrac­
tion data fall in the first category; X-ray 
absorption cross-sections belong to the 
second, for example. Whereas the LD 
theory is on a firm footing for generating 
the ground distribution and its prop­
erties [3], the basic principles for treating 
excitations generally are in a state of 
evolution. When we compare experiment 
and theory for ground state properties we 
may seek to learn about the effects of 
correlation which have been crudely aver­
aged in the single particle effective poten­
tial, and perhaps build a more rigorous 
model, starting from the LD orbitals. ln 
the case of excitations, we must bear in 

mind that the orbitals generated and the 
distributions and properties predicted are 
of a tentative nature, based upon a pseudo­
particle picture such as the transition 
state scheme [2] 1which can certainly be 
improved both conceptually and computa­
tionally. 

II - SELF-CONSISTENT EMBEDDING: 
POTENTIAL AND BOUNDARY 
CONDITIONS 

The construction of an embedding 
scheme to be used in treating a fragment 
of an extended solid or molecule presents 
interesting problems, independent of the 
electronic structure theory in use. Some 
properties, such as charge density and 
local densities of states, converge rather 
rapidly as a function of cluster size, while 
others such as details of the DOS around 
the Fermi energy may require unmanage­
ably large numbers of atoms. The use 
of an embedding potential which approxi­
mates contributions to the Hamiltonian 
of «host» atoms exterior to the cluster 
helps removing surface states and surface 
chemical shifts which obscure the bulk 
structure of interest [4]. The application 
of appropriate boundary conditions serves 
to drive the cluster wavefunctions toward 
the physical states we wish to charac­
terize [5, 6] . 

There are a number of schools of 
thought about practical methods for em­
bedding, ranging from complete omission 
of any environment, to detailed matching 
to the host potential and wavefunctions 
via the Green's function method [7]. The 
scheme used in the present work is a 
compromise between accuracy and com­
putational cost, which permits self con­
sistent modelling of a complex environment 
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and extraction of a set of parameters 
which compactly describe the chemical 
state of the system. The iteration scheme 
used in our LD calculations goes as 
follows: 

i. Given an approximate potential, 
solve the Schrõdinger (or Dirac) 

equation (h - "i ) ifti = O for the 
discrete cluster energy leveis fj 

and eigenfunctions ifli . 
ii. With an estimate of the number 

of electrons in the cluster, N, and 
a rule for generating occupation 
numbers ni (such as Fermi-Dirac) 
calculate the charge and spin den­
sities according to Eq. 1 to obtain 
pa (cluster). 

iii. Partition the cluster density into 
a sum of «atomic» contributions, 

M 
p (cluster) ""- ~ Pv (rv) 

v= l 

ln the Self Consistent Charge 
(SCC) scheme Mulliken atomic 
orbital population analysis is used 
to carry out the partitioning [8]; 
in the Self Consistent Multipolar 
(SCM) procedure a global least 
squares fitting to a set of localized 
functions is performed [9] . Con­
straints are applied; e. g., to main­
tain neutrality of the crystal unit 
cell. Geometrical partitioning by 
cellular muffin-tin «cuts» of the 
density is equally feasible. 

iv. Synthesize the charge and spin 
density of the entire system - host 
plus cluster - by summation, as in 
Eq. 3. ln LD theories, the Coulomb 
and exchange-correlation poten­
tials can be constructed directly 
from a given p" (total), thus rede-

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 1-20, 1988 

fining the effective Hamiltonian. 
lnclude some form of (Pauli exclu­
sion principie) repulsion potential 
to prevent cluster electrons from 
occupying states on host atom 
sites. 

v. Compare input and output charge 
densities and potential; redeter­
mine N, and return to step (i) 
until both host and cluster have 
converged. 

lmposition of boundary conditions (BC) 
offers a second «chance» to optimize the 
simulation of the extended solid by a 
cluster. ln the Multiple Scattering (MS-Xa) 
or Green's function method [10] this is 
most easily accomplished by matching the 
wavefunctions i/t; at an outer spherical 
boundary of radius R0 to functions of pre­
determined simple forro. ln an LCAO 
representation the basis functions gener­
ated analytically or by solution of atomic 
bound-state problems already satisfy de­
caying-wave BC and are generally used 
without modification. The use of BC 
matching the localized cluster wavefunc­
tions to an exterior wave, provides a con­
venient and physically understandable 
means of broadening cluster leveis into 
bands resembling more nearly the con­
tinuous band structures of metais as well 
as semiconductors [6]. 

Another kind of BC useful in practical 
calculations is a bit more subtle, depending 
upon an idea of graduated leveis of 
approximation. To be concrete, let us 
consider a kind of shell model of the 
physical system, consisting of: 

i. An inner set of «fully bonded» 
atoms, i. e., atoms whose neigh­
bours all reside in the cluster, and 
are hence described variationally. 
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ii . An intermediate set of «boundary» 
atoms, which participate in the 
cluster wavefunction, but have 
some neighbours belonging to the 
host. 

iii. The remaining set of «host» atoms, 
which together form an effective 
medium for the cluster. 

These three types may be considered 
to form a set of sequentially less accurate 
representations, in which correspondingly 
less computational effort needs to be 
placed. For example, one may wish to 
treat all states of type (i), including core 
leveis, with a very flexible basis and a 
highly accurate numerical integration of 
Hamiltonian matrix elements. At the sarne 
time one may treat type (ii) in the frozen 
core approximation with a modest basis, 
and represent type (iii) as a «frozen atom». 
The properties of interest, and in parti­
cular, the parameters of the self-consistent 
potential, can be extracted by a state-by­
-state local DOS analysis of type (i) con­
tributions. This strategy permits the cal­
culation of rather accurate site-specific 
quantities for cluster sizes of 20-50 atoms 
in complex crystal structures [11]. 

III - COHESIVE ENERGY 

The cohesive energy is the difference 
in total energy between the assembled 
molecule or solid and its isolated constitu­
ents. The resulting experimental values 
of a few eV per atom are, from a theor­
etical point of view, difficult to compute, 
since the total energy itself is very large 
and subject to many types of error. At the 
LD levei of theory some years of intensive 
effort have led to algorithms capable of 
giving the necessary precision. However, 

serious questions about systematic errors 
due to the exchange-correlation approxi­
mations, imperfect solution of the Poisson 
equation, inadeq_uate basis sets, etc. remain 
to be resolved practically on a case by case 
basis. Nevertheless, at the present stage 
it is possible to obtain data which is 
helpful in understanding and interpreting 
defect stabilization mechanisms [9, 12]. 

For the purpose of identifying the 
source of different contributions to cohe­
sion we require an energy density func­
tion, p, (r), with volume contributions to 
the energy defined as: 

E = n J f', (r) d"r and total energy 
n E to t = 2: E 0 n -· 

(4) 

One could as well carry out an orbital 
analysis or a pair by pair density analysis 
of E tot , as has been successfully done in 
molecular calculations [13]. However, in 
the present context, a volume partitioning 
seems most convenient. 

Using the simple LD expressions for 
total energy we may obtain a useful form 
for p, 

p, (r) = 2; ni:i Ei 1 1 ifr, (r) l 2 
l rr (5) 
1 

- -- V e (r) · ( 2: P, (r) + Pnuc (r) ) 
2 a 

+ ~ Po (r) - (E,,c, 1 (r) - V::~ . , (r) ) 
ú 

Here V e is the total Coulomb potential , 
E xc. , and V xc,, are the exchange-corre­
lation energy and potential function for 
spin a respectively, and Pnuc is the nuclear 
charge distribution. This formulation has 
the merit that over an arbitrarily chosen 
volume, single particle Coulomb and ex-
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change-correlation contributions are clearly 
displayed and arranged to balance each 
other in a manner similar to that of the 
integrated total. 

Finally, the cohesive energy is cal­
culated by a point by point numerical 
integration of the difference-energy den­
sity, 

E coh, o = J ( p, - p ~) d~r (6) 

º 
where p ~ is the energy density of the 
reference system. The reference system is 
usually (but not necessarily) taken as an 
ensemble of noninteracting atoms or ions 
placed at the lattice sites. 

IV - MONOXIDES WITH ROCK SALT 
STRUCTURE 

Superficially, the rock-salt structure 
monoxides with chemical formula MO 
appear to be quite simple. However, the 
facile interconversion of M2+ and Mª+ 
valence states and the mixed ionic-covalent 
bonding structure of the TM oxides offers 
ample possibilities to lower the crystal 
total energy by creating defects. Thus at 
the beginning of the 3d series, TiOx 
with x ~ 1 is observed to contain -15 % 
vacancies at both metal and oxygen sites. 
This means that the average coordination 
is more nearly 5 than 6, and the beautiful 
cctahedra environment suggested by the 
lattice geometry is far from the real one. 
From the middle towards the heavy side 
of the 3d series, the formation of metal 
interstitials and associated defect clusters 
appears to be dominant. Wustite, Fe1_x0, 
is a well studied case and is found to be 
a small gap semiconducting antiferro­
magnet which is unstable with respect to 
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decomposition into magnetite, Fe30 4 , and 
metallic iron. Indeed, the mixed valence, 
Fe2+, Fea+ and simultaneous existence of 
tetrahedral and octahedral coordination 
metal sites inferred from X-ray, Mõssbauer 
and transport measurements on Fe1 _"0, 
reveal a close relationship between the 
two oxide structures [14-16]. If we start 
with the rock salt lattice and x < 0.25, we 
can imagine a sequence of steps in which 
Fe is eliminated from the lattice, Fe2+ 
(octahedral) ~ Fea+ (octahedral, tetrahe­
dral), and the relatively stable x = 0.25 
magnetite phase is formed. 

One of the principal goals of the 
present work is to trv the calculation of 
the energy gain/ loss associated with 
microscopic steps in formation of lattice 
defects, making use of first principies 
theory. We wish to understand how cer­
tain defects stabilize one lattice, as in 
TiOx, and different defects stabilize other 
isomorphic structures such as Fe1_x0. 
Here we discuss electronic energetic prop­
erties at zero temperature; clearly, a real 
description of the thermodynamical and 
transport properties requires an investi­
gation of the free energy including entropy 
contributions for T > O K. Fortunately 
classical and semiclassical methods for 
simulating dynamical and thermodynamical 
properties already exist - what is lacking 
are reliable electronic energies and related 
interatomic potentials. The data presented 
here represent a small step in that direc­
tion. 

Local density self consistent field cal­
culations have been carried out on embed­
ded clusters representing both ideal lattice 
and defected TiO, MnO, FeO, and CoO [12, 
17, 18]. Clusters as small as M40 ,, and as 
large as M,.0 1a have been treated in arder 
to explore sensitivity of predicted prop­
erties to cluster size. A typical result for 
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FeO gives an equilibrium lattice constant 
within 2-3 % of experiment; a near mini­
mal LCAO numerical basis generates 
- 50 % of the experimental cohesive energy 
and a modestly extended basis yields more 
than 80 % of E coh . lt is worth noting that 
in systems where highly accurate LD ener­
gies can be calculated, it is common to 
observe a slight overbinding with respect 
to experiment. ln the present context, by 
maintaining the sarne levei of computa­
tional and theoretical approximations 
throughout, we are able to determine 
differences in binding energies between 
different complexes to a higher accuracy 
than for the individual components. Thus, 

with a typical E coh -20 eV / formula unit 
we are able to discriminate differences in 
ClE coh of the order of 0.1 eV. 

Certain qualitative features of defect 
electronic structure can be usefully ver­
ified. For example, Mossbauer isomer shift 
measurements indicate that the dominant 
iron species presumably occuring in 4:1 
(metal vacancy: interstitial ratio) defect 
clusters is in the trivalent state [15] . LD 
calculations on the 4:1 defect in FeO show 
a clear minimum in E coh for an electron 
count N corresponding to Fe3+,. The Fe2+ 
configuration is found to be - 2.4 eV higher, 
and it costs more than 9 eV to reach the 
FeH state. While it is thus clearly possible 
to identify the ground state with a par­
ticular «Fea+ » configuration, a detailed 
charge density analysis shows that iron is 
not in the classical d11sºpº valence state; 
overlap of diffuse oxygen 2p and metal 4sp 
states produces significant sp occupancy 
around the metal valence region. ln addi­
tion, covalent mixing of metal 3d into the 
«oxygen 2p» valence band leads to frac­
tional occupation of the Fe d state in 
addition to the d5 «crystal field» levels. 
These features are familiar from studies 

on ideal crystal structures of TM com­
pounds. 

A comparison of calculated energies for 
m:n (vacancy:interstitial) defects is pre­
sented on Table 1, on the basis of energy 

TABLE I - Binding energy per net vacancy (e V) 
in metal vacancy, vacancy complexes and inter­

stitial, relative to ideal lattice. 

Compound : T i O MnO F eO coo 
Defect (Vacancy : In terst itial) 

0 :1 - 1.1 - 1.0 - 1.3 
1:1 + 0.2 
2 : 1 - 1.8 - 1.2 - 1.8 - 0.2 
3 :1 + 1.0 - 0.2 - 2.0 - 0.7 
4: 1 + 3.6 + 1.2 - 2.7 - 1.7 

2 :2 +3.8 
3:2 - 0.2 + 1.5 
4 :2 + 1.6 + 0.9 
5 :2 + 1.3 +0.2 
6 :2 + 1.0 - 0.6 - 2.4 - 1.5 
7 :2 + 1.1 - 0.2 - 3.9 (b) - 1.0 
8 :2 - 3.2 

8 :3 - 1.2 

13 :4 (a ) - 1.1 

(a) Close packed Koch-Cohen cluster ; Ref. 14. 
(b) Vertex shared < 111 > pair of 4 : 1 defects; 

edge shared < 110 > energy is - 3.6 eV; 
Ref. 12. 

per vacancy created, relative to the ideal 
lattice. The reader should see the original 
literature [12, 18] for diagrams of the 
geometric structure used; in general, edge 
and vertex shared clusters of the 4 :1 
tetrahedral interstitial are found to be 
relatively more stable than close-packed 
structures. The 4:1 cluster has Ta symme­
try, the interstitial Fe having four Fe and 
four Fe vacancy nearest neighbours at the 
vertices of a cube. The greater stability of 
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the open structures such as 7:2 in FeO 
can be explained simply in terms of the 
close approach and resulting electrostatic 
energy of Feª+ ions on lattice sites re­
quired for overall electroneutrality. The 
high mobility of Fea+ on octahedral sites, 
or equivalently the facile Fe2+ <-> Fe3+ 
interconversion plays an important role in 
models of charge transport properties of 
this and related semiconductors [19]. 

As can be seen from the Table, the 2: 1 
defect is predicted to be energetically 
most favoured for TiO with the single 
metal vacancy 0:1 lying -0.7 eV higher. 
This is in contradiction with experiment, 
and indicates the likely importance of 
multiple vacancy clusters in stabilizing the 
lattice. This has not yet been investigated 
by cluster methods, but band structure 
calculations on ordered and disordered 
vacancy lattices have been carried out. 
The disordered lattice calculations yielded 
no stabilization for TiO [20] while LAPW 
calculations on ordered lattices and va­
cancies (e. g., 25 % of metal and oxygen 
sites empty in NbO) have been discussed 
qualitatively in terms of the densities of 
states [21]. 

For MnO the 2:1 interstitial is also 
predicted to be favoured [18] , stabilizing 
the lattice by - 1.2 e V / vacancy, although 
the difference between this and the single 
metal vacancy is now only 0.2 eV. Recent 
thermopower and conductivity measure­
ments on well characterized MnO samples 
fit well into a small polaron transport 
model based on the 2:1 defect [22] . The 
defect clusters begin to be energetically 
favourable, with the 6:2 double interstitial 
appearing at - 0.6 e V. 

ln FeO the m:l single interstitial is 
energetically favoured (18], with 4:1 falling 
at -- 2.7 e V. However, the 7:2 vertex and 
edge shared double interstitial is clearly 
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most favoured, at - 3.9 eV and - 3.6 eV 
respectively. The compact cubic 13 :4 clus­
ter proposed by Koch and Cohen [14] on 
the basis of fits to X-ray data is found 
to be relatively unattractive, due to the 
inability of Fea+ counter-ions to get close 
to all the vacancy sites and minimize the 
Coulomb energy. 

ln CoO the 4:1 complex (- 1.7 eV) is 
followed closely by the 6:2 structure 
(- 1.5 e V); surprisingly, the 7:2 double 
interstitial is even less favoured than an 
isolated vacancy. Considering the close 
similarity between valence states of Fe 
and Co and their compounds, the notable 
difference in defect energies predicted is 
interesting. Experimental studies now 
underway with controlled defect concentra­
tions will provide data for further com­
parison with these values. 

ln concluding this section, it may be 
worth recalling the numerous approxima­
tions which were made, and noting poss­
ible future improvements . At the funda­
mental level, the LD approximation makes 
an average over the interelectronic cor­
relations; the resulting E coh functional of 
the density is not necessarily a very good 
representation of the d0 sxpY metal con­
figuration in the environment of the solid. 
At the model levei, we are using lusters of 
modest size, embedded in a physically 
appealing but approximate scheme in the 
infinite solid. At the computational level, 
LCAO variational bases of merely «accept­
able» quality have been employed and 
numerical integrations of limited precision 
have been carried out. ln general, very 
little effort was made to optimize bond 
distances in defect clusters; as a rule, 
experimental bulk lattice constants were 
used. 

Beyond the obvious extensions which 
could improve the present model results, 
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we believe that it is especially important 
to begin a systematic treatment of local 
lattice relaxation. It seems likely that the 
energy gained by local geometry relaxation 
is of the sarne arder of magnitude as the 
defect-defect interactions which stabilize 
complexes like 7:2 and are perhaps respon­
sible for the large vacancy concentra­
t ion in TiO. This theme is further pursued 
in the following section. 

V - SAPPHIRE AND RUBY 

As a second exnmple we consider the 
electronic structure of a-Al 20 3 corundum 
(or sapphire) and the chromium impurity 
in sapphire which is called ruby. Because 
of its large insulating band gap ( > 8 e V), 
thermal stability and mechanical strength, 
artificial sapphire is widel y used as a 
substrate. Beyond its use as a gem stone, 
ruby is famous for its applications as a 
laser material. ln contrast to the monoxides 
discussed in the previous section, the 
lattice structure of a-Al20 3 , Cr:Al20 a and 
Cr20 3 is of rather low symmetry with 
dis torted octahedral coordination of oxy­
gen around metal sites. 

Optical properties in general, and laser 
frequencies in particular, dcpend strongly 
upon effects of local geometry on the 
electronic configuration. Frequency shifts 
due to externa! pressure are observable, 
but are not as large as desired. Thus the 
use of Ti and other transition metal 
dopants is considered for the development 
of new materials. Clearly a good under­
standing of the atomic cohesive structure, 
:is well as the electronic states available 
for excitation, is nece!lsary for the design 
of improved properties. 

The crystalline unit cell of a-alumina 
contains two formula units; i. e., ten at.oms. 

Band structure models provide a useful 
picture of the «0 2p» valence band and 
«Al 3sp» conduction band regions which 
can be compared with photoemission and 
X-ray emission data [23]. However, for an 
understanding of defect and impurity levels 
cluster models offer many advantages. ln 
arder to explore the sensitivity of predicted 
properties to cluster size and shape, a 
number of fragments were iterated to 
self-consistency in the potential field of a 
«frozem> AJ+3, 0 2- ionic crystal. With 
cluster sizes ranging from Al20 a to Al100 , ,, 
it was found that the insulating gap varied 
between -8 and -10 eV w hile the occupied 
valence band widths remained quite stable 
[24]. The band gap and valence band 
widths derived from the Iarger clusters 
are internally consistent and agree fairly 
well with the LCAO tight binding band 
structure results of Batra et al. [23]. 

We do notice a sensitivity of results, 
particularly of the atomic configurat ions 
derived from Mulliken population analysis, 
to basis set composition. Basis sets were 
generated numerically for both ians and 
free atoms placed in a potential well. 
It was found that for small clusters or 
clusters of open structure (which are hard 
to avoid with a-Al20 3 ) diffuse basis func­
tions of ten developed Iarge weights in the 
occupied states which were strongly de­
pendent on the embedding parameters. ln 
order to minimize problems of interpreta­
tion and influence of boundary conditions 
on cnergetics of atomic displacements, we 
eventually selected a near-minimal basis 
of compact functions. 

To a good approximation one may 
consider the lattice spacing of a-Al20 a to 
be determined by oxygen-oxygen contacts. 
A charge density map of the LD results 
shows the Al ians as isolated and Iocalized, 
very nearly in the 3sº3pº trivalent con-
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figuration (see Table II). On the other 
hand, when one plots the corresponding 
result for Cr substituted at an Al site, one 
immediatcly sees that the Cr3+ d3 con-

TABLE II - Muliiken atomic orbital populations 
for AI and for Cr and Ti impurities in 1.t-AIP:1 . 

AI 3s 0.08 Cr 3d 3.13 
3p 0.02 4s 0.01 

4p 0.02 

2.90 2.84 

Ti 3d 0.84 
4s 0.01 
4p 0.04 

3.12 

figuration must exert considerable pressure 
on neighbouring oxygen ions for expansion 
and rearrangement. Further evidence of 
the importance of local lattice relaxation 
can be derived by comparison of theoreti­
cal d --? d «crystal-field» optical transitions 
with expcriment [25, 26]. Reasonable agree­
ment bctween theory and experiment can 
be obtained only by repositioning the six 
nearest neighbour O to nearly octahedral 
coordination and by moving the next­
-neighbour Al to maintain approximately 
the lattice Al-0 bond length [24]. The value 
R (Cr - O) _ 1.9 A gives a good match to 
the t 2g i -- e g transition at -18,000cm- 1 

in comparison with the unperturbed R 
(Al -· O) = 1.86, 1.97 A. Minimization of 
the total energy leads to a predicted bond 
length R (Cr - O) = 2.0 A in good agree­
ment w ith the value inferred from the 
optical transition, considering the com­
putational approximations which were 
made [27]. The self-consistent configur­
ntions for both Cr and Ti impurities near 
the equilibrium geometry are given in 
Table II. 

Spin-polarized calculations on the Cr 
impurity give a value of the spin moment of 
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- 1.8 f-l.B and an estimate of the t '.lg t - t 2g i 
spin flip transition at -9000 cm- 1 again 
in reasonable agreement with experiment. 
However, to gain a quantitative model of 
the optical bands of ruby or Ti-substituted 
alumina it will be desirable to carry out 
more rigorous multiplet structure calcula­
tions. The LD cluster orbitals are likely 
to serve very well as a basis for such a 
many-electron model. 

VI - COPPER OXIDE COMPOUNDS 

A. Reference Compounds and 
Cu Valency 

As a final example let us consider the 
very interesting bonding structures of 
copper oxide compounds, beginning with 
thc question of valency. If one assumes 
that oxygen is divalent, then the series 
Cu~O, CuO, and KCu02 can be considered 
as providing examples of Cu13d 'º, Cull3d94sº 
and CuIII3dª4sº respectively. However, the 
large eJectronic polarizability observed 
for many Cu compounds and the tendency 
to form complex structures dominated by 
planar four-fold or even linear two-fold 
coordination immediately raises serious 
doubts about simple ionic models. The crit­
ica! role of oxygen stoichiometry in conduc­
tivity and superconductivity in more com­
plex compounds like YBa2Cu30 7_y points 
to the necessity o.f including oxygen va­
cancies in any realistic model [28-31]. 

The potential commercial applications 
of Cu-based high Te superconducting ma­
teriais have resulted in very intense 
scrutiny of these and related Cu com­
pounds recently. While the fundamental 
mechanism of superconductive pair forma­
tion is still in disput, it is plausible to 
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claim that the normal electronic properties 
of these materiais are as well (or better) 
characterized as those of the other tran­
sition metais. 

ln the Cu20 «monovalent» copper com­
pound, Cu has a local two-fold coordina­
tion with two oxygen ions at a distance 
of 1.85 A forming a (Cu02) linear com­
plex [32]. The second neighbour value of 
R (Cu - O) is already 3.54 A. The LD 
cluster calculations give an effective con­
figuration Cu 3d(0.54)4s(0.69)4p(O.ll) with 
a net charge of + 0.66 e, showing im­
mediately that the formal d1º state is not 
achieved, and significant mixing with 
O 2sp states occurs via the diffuse Cu 4sp 
leveis [33]. ln CuO, a quasitetrahedral 
local geometry is found with distances 
R(Cu - O) = 1.88 and 1.96 A. ln attaining 
a net charge of + 1.56 e, the Cu ion adopts 
the self-consistent configuration 3d(9.25)4s 
(0.16)4p(0.03) which is similar to that 
found in other «divalent» compounds. ln 
KCu02 , the «trivalent» state is far from 
being attained, the calculated configur­
ation being 3d(8.98)4s(0.13)4p(0.04) and 
the net charge + 1.85 e, corresponding to 
the planar four-fold coordination with 
R(Cu - O) = 1.84 A. 

X-ray absorption near edge spectra 
(XANES) measurements on the Cu K- edge 
reveal a shift of the threshold and a 
variation of spectral features in com­
paring these three «reference compounds» 
and the superconducting (SC) materiais 
such as La2_xSrxCu04 and YBa2Cu30 7-y 

[34, 35]. ln general «divalent» Cu features 
appear to be dominant in the super­
conducting compounds, with «monovalent» 
structure appearing in oxygen deficient 
specimens. Features of the «trivalent» spe­
cies sometimes invoked in se pairing 
models do not appear with any prominence 

in the XANES data. An extensive series of 
calculations of the Cu K-edge cross-sec­
tion were carried out, to see if the LD theory 
is adequate to interpret these data [36]. 

Before describing these results it will 
be useful to review data from a comple­
mentary spectroscopy, X-ray photoemission 
spectra (XPS). Ultra-violet photoemission 
spectra and XPS of the 02p valence 
band region show a band of 5-6 eV width 
with poorly resolved features in a material 
like La2CU04 [37] . These features are in 
fair agreement with densities of states 
obtained from band calculations [38, 39]. 
The XPS of the Cu Ln, Lm region are 
more informative [40]: 

i. ln Cu20 a weak satellite structure 
is seen to the high binding energy 
side of the 2p112 and 2p312 main 
lines. 

ii. The satellite structure is much 
stronger in CuO, with intensity 
comparable to that of the main 
lines. 

iii. The features of Lai.ssSro.1sCuO,, 
and YBa2Cua0 1 , appear to be very 
similar to those of CuO. 

ln a model previously applied to satel­
lite structures in TM compounds such as 
FeCl 2 [41], the main line is interpreted as 
due to transitions into the fully rclaxed 
dn --) dn+1 localized final state, while the 
satellites are calculated as transitions into 
metastable dn --) dn X 1 diffuse states. Here '/.. 
is a mixture of TM sp and ligand sp charac­
ter which provides a weaker screening of 
the core bole than the dn+l configuration. 
A key point here is that such transitions 
are characteristic of rather localized ionic 
configurations and not of metallic species. 

Portga l. Phys. - Vol. 19, fase. 1-2, pp. 1-20, 1988 
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ln the simplest single particle model 
and in the dipole approximation the X-ray 
K-absorption cross-section is given by [42]: 

CT(w) = 471"2a 1i w ~ 1 < --Yr 1 ~ · r 1 <I>1s > 1 
2 

f 

(7) 

Here <I> is the initial state, 'li f is a bound 
or continuum (energy normalized) final 
state, and i is the polarization vector of 
tbe pboton witb energy ft w. Within tbis 
approximation questions arise about the 
most appropriate potential and final state 
relaxation effects. Furtbermore, it is clear 
tbat two-electron and perbaps many-body 
excitations will also contribute to the 
observed absorption profile. Tbere exists 
an extensive literature on unresolved issues 
in X-ray cross-sections; bere we limit 
ourselves to the question: What does the 
LD ' cluster model predict in the lowest 
order of approximation? 

To answer tbis question we bave used 
the LD self-consistent ground state and 
transition state (core bole) potentials to 
generate tbe final states '1'r . On pbysical 
grounds it is clear tbat --Yr states Jocalized 
near the Cu ls bole will suffer an energy 
shift and a corresponding sbift of CT(w) 
contributions, in comparison with more 
delocalized final states. Sucb features of 
specific final state «cbannels» can be easily 
examined with the aid of trapping time 
diagrams analogous to the DOS used in 
analyzing discrete leveis [36]. Here 

uses a projection operator P11 1 to select 
tbe 1-wave amplitude of atom 11 of eacb 
final state at a specified energy. If tbe 
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dipole transition matrix element is slowly 
varying witb energy, as is often tbe case, 
then T 11 1 - CT111 and a very direct interpre­
tation of observed spectral features is 
possible. 

Tbe Multiple-Scattering (MS) [10] 
metbod was used to generate final states 
with the correct oscillatory boundary con­
ditions. The cross-section was evaluated 
using tbe methods developed by Natoli 
et al. [43]. To accomodate tbe MS pro­
cedure, a muffin-tin spherical truncation bf 
the LD potential was made. To generate 
ionic final states, tbe cluster potential was 
matcbed to a l / r Coulomb tail at a radius 
Ro outside tbe cluster. Tbe use of tbe 
truncated potential introduces shifts in tbe 
position of tbe continuum edge and other 
features relative to the bound states. 
Tbese shifts were minimized by recal­
culating valence band leveis in tbe MS 
method and aligning valence structures 
with tbose obtained by tbe DV metbod. 
ln tbis way we are able to obtain a quan­
titative measure of the position of tbe edge 
and determine shifts of one compound 
relative to another. 

Tbe position of the Cu K-edge is of 
course correlated with the metal oxidation 
state; experimentally, E (Cu20) < E (CuO) 
< E (KCu02) with -2 eV difference 
between CuLCuII and cun-cuin. According 
to tbe LD calculations the effective d-elec­
tron population is a better measure of tbe 
screening, witb a derived value of 
6.3 -+- 0.5 eV sbift per unit change in 
d-electron occupation accounting well for 
the experimental values. Botb tbe edg~ 
position and principal features of tbe 
peaks in CT(w) for Cu20, CuO, KCu02 and 
tbe layered perovskite structure La2Cu04 

are well reproduced by tbe LD model {34, 
35, 44]. Tbe theoretical CT(w) given in Fig. 1 
shows tbe following structures: 



12 D. E. ELLIS - Defect stn:cture studies o.f transition metal compounds 

i. Weak features near the edge, asso­
ciated with admixture of oxigen· p 
character into nominal Cu-d states. 
Although dipole allowed, transi­
tions are weak due to their two­
-center nature . 

. 0 7 0 
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is dominated by nearest neighbour 
oxyxen. ln La2CuO. , the peak seen 
at - 17 eV was initially identified 
as due to cunr, since the main 
peak in KCu02 occurs at the sarne 
energy. However, it is now known 

-,---------~~---~~--r-:---...,.--~-i 

- 10 . -6. 0 0 . 0 6 . 0 10 . 16 . 20 . 26 . 30 . 36 . 40 . 46 . 50. 56 . 60 . 

RELATIVE ENERGY CeV) 

Fig. 1 -Theorctical Cu K-edge absorp1ion spectra of (a) La 2Cuo., (b) KCu0 2 , 

(e) CuO, (d) Cu20. 

11. A prominant peak known as the 
«White line» dominated by transi­
tions into the Cu 4p, the position 
of the maximum being shifted 
according to the oxidation state. 
In La2CU04 the distorted octahedral 
symrnetry results in a separation 
of the a- and 7T- components which 
appears in the experimental results 
as a broadened peak and shoulder. 

iii. Modulations in a seen from about 
15 eV above the edge and higher 
are due to back-scattering of the 
outgoing photoelectron from neigh­
bouring atam potentials. The broad 
bump ranging from -20 to -30 eV 

that interference between first and 
second neighbour oxygen scat­
tering is responsible for this peak; 
curn, if present, must contribute 
little to the observed amplitude. 

B. YBa2Cu.70 7 _y: Chains versus Planes 

The famous superconducting compound 
YBa2Cu30 7_Y belongs to the perovskite 
structural family with two types of copper 
sites. ln site 1, one finds Cu ians in the 
(a, b) plane; for y = O, a =f= b; i. e., the 
lattice is orthorhombic and there exist 
-O-Cu-O-Cu- chains along the b axis. Oxy-
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gen ions above and below along the e axis 
complete the coordinati.on of site 1, which 
ranges from two-fold to four-fold, de­
pending on y . For y = 1, the oxygen sites 
are all vacant in the (a, b) plane, and 
a = b, i. e., the lattice is tetragana!. For 

i'! 

iª 

cancies in the (a, b) plane are found to be 
strongly correlated with the superconduc­
ting transition temperature Te . Site 2 Cu 
ions also form a square network, displaced 
along the e stacking axis. These Cu sites 
are approximately fivefold coordinated 

i~ 
u 

i" iª ~ 

Fig. 2 - Scheme of cluster used in YBa 2Cu30 7 calculations. 

intermediate values, 6.5 < y < 7, partia! 
occupancy with partia! disorder of oxygen 
sites along the a and b axes is inferred 
from neutron scattering [45, 63, 65], Cu 
nuclear quadrupole 
other experiments. 
chiometry and the 

resonance [ 46] and 
The oxygen stoi­

arrangement of va-
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with four oxygens in the (a, b) plane and 
the fifth (axial) oxygen located on the 
e axis. These five oxygen sites appear to 
be nearly completely occupied, and the 
axial oxygen plays an important role in 
coupling site 1 and site 2 Cu to each other. 
One of the main tasks of theory and experi-
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ment is to understand how the electronic 
structure depends upon oxygen stoichiome­
try and vacancy distributions, and how 
this in tum affects superconductivity 
mechanisms. 

Measurements of Te versus y show [47] 
a decrease from the maximum ( - 95 K) 
at y ::o 0.05 reaching zero for y = 0.65 
with an interesting plateau for 0.3<y<0.4. 
ln the non-superconducting region 0.65 <y 
< 1.0 muon spin resonance data [ 48] reveal 
a local antiferromagnetic order with Néel 
temperature varying from -400 K at 
y = 1 down to zero for y = 0.5. One can 
thus construct a phase diagram in which 
the oxygen composition, varying primarily 
in the (a, b) plane, takes the system from 
superconducting to magnetic phases, with 
a small coexistence region [49] . Experi-

ments in which Cu is substituted by 
another transition metal throw additional 
light on the relationship between oxygen 
stoichiometry and electronic properties. The 
iron-substituted case YBa2(Cu3_xFex)_0 7_ y 

is especially interesting: first, it is sur­
prising that significant amounts of the 
magnetic ion, up to x = 0.15, càn be 
introduced causing only a gradual reduc­
tion in Te [50]. One possible explanation 
is that Fe substitutes preferentially at 
site 1, while the superconducting pairs are 
associated with site 2 - this is a presently 
popular speculation. Secondly, additional 
oxygen enters the lattice with iron, pre­
sumably because of its propensity to form 
tetrahedral four-fold and octahedral six­
·fold coordination. Mõssbauer spectroscopy 
experiments on G

1Fe reveal electric field 

TABLE III - Self-consistent atomic orbital populations and ionic charges for reference compounds and 
superconductors as calculated by the embedded cluster method. 

Cu, O Cu O KCuO, La,cuo, YBa,cu,o, 

Cu 3d 9.54 9.24 8.98 9.18 9.03 plane 

4s 0.69 0.16 0.13 0.05 0.30 

4p 0.11 0.03 0.04 0.06 0.19 

charge 0.66 1.57 1.85 1.72 1.48 

o 2s 1.91 1.97 1.97 1.99 1.94 axial 

2p 5.42 5.60 5.45 5.85 5.35 

charge - 1.34 - 1.57 - 1.42 - 1.84 - 1.30 

Cu d3 9.23 chain 
4s 0.23 
4p 0.21 

charge 1.33 

o 2s 1.96 b axis 
2p 5.54 

charge - 1.50 

o 2s 1.96 plane 
2p 5.61 

charge - 1.56 
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gradients and isomer shift characteristics 
of three or more sites [51] . A convincing 
interpretation and assignment of sites 
would be very useful in resolving questions 
concerning the role of oxygen-site 
occupancy in charge transport processes . 

('\ 
_,_, 2 0. 

( 

J 18 . 

>-
L 18 . 
o 
L _,_, 

1-4 . 

J) 

L 12 . 
o 

V 

10 . 
(/) 

w 
f- 8 . 0 
<( 

f-
(/) 8 . 0 

li... 
o '4 . 0 

>-
f- 2 . 0 
H 
(/) 

0 . 0 

• 

of «divalent» CuO. Remarkably, the Cu 

K-edge of YBa2Cu30 7 _ y also appears essen­
tially similar for O < y :S 0.5, with low 
energy features associated with the re­
duced Cu1 species appearing in oxygen 
deficient compounds, 0.5 'S y $ 1. A de-

a 
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w 
o - 0 . 8 -0 . 7 -0 . 8 -0 . 5 -0 . 4 -0 . 3 -0.2 -0.1 0.0 . 10 . 20 .30 . 40 

ENERG Y Ca .u.) 

Fig. 3 - Density of states of YBa 2Cup7 : (a) total, (b) Cu (Site 2) 3d, 
(e) Cu(2) 4sp contribution. 

A simple charge counting in these 
compounds based on expected formal oxi­
dation states Y3+, Ba2+, 0 2-, leads to the 
notion that copper is present in either 
multivalent (Cu2+, Cus+) or mixed valence 
states Cuq. ln either case the average 
valence of Cu would be q = (7 - 2y) / 3; 
e. g., 2 YJ for y = O. We have already 
mentioned that in La2CuO, the Cu K-edge 
absorption spectra strongly resemble those 
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tailed interpretation of these features was 
found using the multiple-scattering method 
to calculate absorption cross-sections, and 
is reported elsewhere [34, 35, 44]. 

Here we wish to concentrate on simple 
features of the self consistent variational 
charge density obtâined by the embedded 
cluster method described in Sec. II. 
A sketch of the 39 atam cluster, which 
was treated explicitly, is given on Fig. 2. 
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Ewald summations of the Coulomb poten­
tial and direct space summation of the 
atomic densities were carried out to embed 
the c!uster in the crystalline environment. 
The self consistent Mulliken atomic orbital 
populations and net charges for mono-, di-, 
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ation change. A notable feature of both 
site 1 and site 2 is the -0.5 e occupancy 
of 4sp diffuse states which are mixed into 
the <<0xygen 2p» valence band. Density of 
states (DOS) diagrams (Figs. 3 and 4) 
show that the Cu 4sp character is spread 
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Fig. 4 - Density of states of YBa2C~07 : (a) Axial oxygen 2sps, (b) Cu 
(site 1) 3d, (e) Cu(l) 4sp. 

and trivalent compounds as well as La2Cu04 
and YBa,Cu30 1 are given on Table III. One 
sees here that in the 1-2-3 compound, Cu 
in site 1 (chains) does have a different, 
more electropositive configuration than 
that of Cu on site 2 (planes). The dif­
ference is, however, considerably less than 
the cun ~ cunr variation seen in CuO 
versus KCu02 , which is in tum much less 
than the formal d9sº ~ d8sº ionic configur-

across the entire valence band, while the 
3d structure is more localized with a peak 
centered 1-2 eV below the Fermi energy. 
The main features of DOS obtained in 
cluster calculations are s·een to be rather 
similar to those found in periodic band 
structure studies. A charge density map 
on a (100) plane passing both through 
Cu(l) and Cu(2) sites is given on Fig. 5. 
The charge distribution between Cu(l) 
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and 0(1) on the chains along the crystal 
b axis is found to be very similar to the 
Cu(l)-0(4) c-axis distribution. The shorter 
e axis bond length (1.85 A vs. 1.94 A) 

lowest density, as would be expected. The 
variation of this bonding structure, par­
ticularly the Cu(l )-0( 4)-Cu(2) axial coup­
ling between Cu chains and planes, is 

Fig. 5 - Valence charge density contour map of YBa 2Cu
3
0 7 on a (100) plane 

containing both Cu(l) and Cu(2) sites. Contour interval = 0.1 e/a~ . The 
lowor right comer repre~ents the cent3r of the cluster. 

leads to greater orbital mixing and smaller 
effective charge, as measured by atomic 
populations (see Table III). The zig-zag 
bonding pattern between Cu(2) and its 
nearest neighbour oxygen has about the 
sarne overlap density as Cu(l)-0( 4), while 
the long bond Cu(2)-0(4) shows the 
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expected to be a strong function of oxy­
gen stoichiometry and substitution at 
metal sites. Theoretical calculations which 
take into account the observed displace­
ments of 0(4) should be very helpful in 
interpreting measured changes in electronic 
(and possibly vibrational) properties. 
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Finally, let us return to the question of 
the evidence for the elusive cua+ state. 
There exists a very successful empirical 
theory of charge conduction in oxides 
which has been small polaron used in 
explaining thermal and oxygen stoichiome­
try variation of conductivity and thermo­
power. According to Mason and others 
[19, 52] it has been possible to extract 
the relative concentrations [Cu2+], [Cuª+] 
as a function of T and y. These data indi­
cate that the site fraction of cua+ should 
be of the order or 60 % (at site 1), at 
700°C and 1 atm pressure of oxygen cor­
responding to y .=:: 0.75 [53]. Under these 
conditions cu+1 is predicted to be present 
at less than 10 % on site 1. So, if Cu+3 

is present at such a large concentration 
at 700°C, why is there little or no evidence 
for its existence in spectroscopy at room 
temperature and below? One interesting 
possibility is that the thermal activation 
energy for Cu2+ ~ Cua+ is small in these 
crystal lattices, due to the slight charge 
redistributions inferred from calculations 
on CuO vs. KCu02 and to the slight dif­
ferences seen between Cu(l) and Cu(2) in 
the 1-2-3 compounds. The ground state 
calculations and X-ray absorption excit­
ations which have been studied have given 
no clear evidence for this state. However, 
with the imposition of suitable boundary 
conditions the transition state scheme can 
be used to generate and measure the energy 
of these valence excitations. The results of 
such «theoretical experiments» would 
depend somewhat upon the assumed bound­
ary conditions, but should lead to new 
insights as well. 
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ABSTRACT - Madelungs theory of bonding in ionic crystals constituted the first 
quantitative theory of chemical bonding. The simplest model of charge distribution 
gave highly accurate results for a limited number of cases. Quantum theory suggests 
that in general the full wave function has to be known, but Hohenberg and Kohn 
showed the electron density distribution to contain ali information necessary to 
calcula te chemical bonds: density functional theory. Kohn and Sham suggested a 
computational procedure, quite similar to the Hartree-Fock-Slater method, containing the 
local density approximation. This and a number of other approximations are tested 
by comparing the results of calculations with experiment. The following properties 
are considered: the effect of correlation on the dissociation energy of diatomic 
molecules, the electron density distribution in atoms, and the structure factors of 
crystalline silicon, using Sin H2n+ 2 clusters in the calculation. The method seems to 
yield excellent electron density distributions. 

Covalent bonding may cause strong electric fields to occur in the environment 
of the molecule. The effect of externa! electric fields on the charge distribution of 
molecules is discussed. These electric fields play a major role in hydrogen bonding. 
As a result the electron density distribution in hydrogen bonded complexes differs 
from the one in the monomers. The calculated effect is in excellent agreement with 
the one observed by X-ray diffraction in oxalic acid dihydrate. Substantial reductions 
in the R-factor occur when the theoretical model is increasingly refined so as to 
account for covalent bonding, hydrogen bonding, and the effects of electric fields 
subtended by surrounding molecules. This agreement testifies of the sensitivity of 
X-ray diffraction and the reliability of the electron density distribution calculated 
by the Hartree-Fock-Slater method. 

INTRODUCTION 

When Demokritus postulated the exist­
ence of atoms to reconcile his notion of 
the basic invariability of matter with the 
observation that everything changes in the 
course of time, he implicitly introduced 
the problem of chemical bonding: how do 
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atoms and molecules stick together? It is 
clear that on basis of fundamental philo­
sophical notions not much could be said 
about the character of the bonds between 
atoms. When during the Renaissance the 
concept of atoms was revived, it plaved a 
large role in the thinking of people like 
Boyle and Newton and soon the emerging 
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chemistry was formulated in terms of 
atoms. This provided an empirical basis to 
chemical bonding and at the end of the 
previous century much could be said about 
strength and directionality of the bonds 
between atoms. Neither physidsts nor 
chemists, however, could explain the nature 
of the bonds in terms of existing physics. 

At the tum of the century it became 
clear that atoms consisted of more-elemen­
tary, charged particles and that charge 
transfer between atoms was possible. ln 
1909 Madelung [l] calculated the energy 
of an ionic crystal. The calculation was 
based on Coulomb forces between the ions 
constituing the crystal. This work estab­
lished the first relation between the 
charge distribution and chemical bonding. 
Kossel (1916) [2] explained the bonding in 
the methane molecule by the sarne method 
in which he assumed the C-atom to be posi­
tive and the H-atoms to be negative. At 
the sarne time Lewis used the new ideas 
about the structure of atoms to explain 
the bonding in homonuclear compounds. 
His model became widely used and can 
still be found in textbooks on Organic 
Chemistry. Although it lacks foundation 
in fundamental physics, the basic idea can 
be found in the present quantumchemical 
theories. The Lewis model again relates 
chemical bonding to the charge distribu­
tion. 

ln 1927 Heitler and London explained 
the bonding in the hydrogen molecule in 
terms of the newly developed quantum 
theory. Later calculations show perfect 
agreement between theory and experiment. 
ln quantum theory the state of a system 
such as a molecule is described by the 
wave function and, knowing the wave 
function, one can calculate the energy of 
the system. The value of the wave func­
tion depends on the value of 4n variables, 

m which n is the sum of the number of 
electrons and of nuclei in the molecule. 

ln 1964 Hohenberg and Kohn (3] 
showed in their innovative paper that the 
energy of the ground state of a system of 
electrons is a functional of the electron 
density distribution (EDD). Unfortunately 
the relation between the EDD and the 
energy is unknown, except for a few 
special systems. ln a subsequent paper 
Kohn and Sham [4] used the variational 
principle to derive a Fock-like one-particle 
equation. The resulting M.O.'s yield the 
EDD. 

The first half of the present paper, 
titled from the Electron Density Distribution 

to the Cremical Bond, discusses how one 
proceeds from the EDD to bonding. An 
almost trivial example is the ionic bond, 
with its simple assumptions and its excel­
lent results. Then follows the Hohenberg­
-Kohn-Sham theory, together with some of 
its results. 

When atoms combine to form a cova­
lent bond, redistribution of the electron 
density takes place. The resulting EDD is 
open for inspection by X-ray diffraction. 
Provided the experiment is accurate 
enough, the results offer a severe test for 
the quality of the quantumchemical cal­
culations (5]. The inhomogeneous charge 
distribution in molecules create an electric 
field that, depending on the moments 
of the molecular charge distribution, 
can extend quite far beyond the region 
of the molecule. The interaction between 
this field and the charge distribu­
tion in other molecules is one of the 
main contributors to hydrogen bonding 
and may play a considerable role in other 
intermolecular interactions. The molecular 
electric field polarizes surrounding mol­
ecules, an effect that recently has been 
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observed by X-ray diffraction and cal­
culated by quantumchemical methods I6] . 
These effects are discussed in the second 
half of the paper: from Chemical B0nding 
to the Electron Density Distribution. 

FROM ELECTRON DENSITY DISTRIBU­
TION TO CHEMICAL BONDING 

Ionic Bonding 

The simplest model of charge distribu­
tion is to replace the atoms in a môlecule 
or crystal by point charges. This model 
was used by Madelung (1909) to calculate 
the cohesive energy · of a crystal [l] . 
Without repulsive forces between atoms, 
crystals would collapse. Born introduced 
a simple term to account for the repulsive 
forces between ians, containing the pa­
rameters n and b, which can be obtained 
from compressibility data and from 
,m / (J V = O. The energy is written as : 

~ b 
+ lJ Rn. 

lJ 

(1) 

in which Qi and Qj are the charges on 
the ians and Rij is the interionic distance. 
The first summation extends •over all the 
ians and the second one only over nearest 
neighbours. 

Using the model Sherman calculated 
in 1932 .the cohesive ~nergy of a number 

T ABLE 1 - Comparison of the experimental and 
calculated values of the cohesion energy of some 

ionic compounds (kcal/mol) . 

Substance u utheor · Difference ( o/o ) exp 
MgF2 688 697 1.3 
Li20 693 695 0.3 
NiO 966 968 0.2 . 
Al 20 3 3617 3708 2.5 
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of crystals [7]. Some · result~ are reported 
in table 1. The agreement wifü experiment 
is seen to be excellent. But ·from the 
beginning it was clear that the model fits 
or)ly a_ limited number of crystals. 

Density functional theory 

Schrodenberg: Let's start from the beginning -
first, every electron has a wave 
function. · 

Alice 
Schrodenberg: 
Alice 

Is it worn like clothing? 
Not quite. 
How do we know? 

Schrodenberg: Well to be perfectly truthful- we 
humans giv:e it to them. 

Alice Perhaps they'd be better off without 
one. 

From Richard Weiss, the Magic of Physics, 
MACMILLAN, London (1987). 

Quantum theory provides a valid basis 
for chemical bonding. ln those çases where 
full calculations have been carried out the 
dissociation energy of .molecules is in 
complete agree{llent with experiment. 
Unfortunately full calculations are found 
to be very cumbersome with the result 
that they are limited to very small sys­
tems. The main reason fo.r the unwieldiness 
of the calculations is that the co'mputation 
of the energy requires knowledge of the 
electronic wave function, a fonction iwith 
the space and spin coordinates of the elec­
trons as variables. To handle systems of 
practical value, such as chemically inter­
esting molecules and crystals, one has to 
introduce severa! approxim~tions, some of 
which are doubtful in character. 

Hohenberg and Kohn [3] showed that 
it was not necessary to know the full 
wave function, but that knowledge of the 
electron density . distribution (EDD) was 
enough. More precisely: t\1,e energy of the 
electrons in a molecule in the ground state 
is a functional of tbe EDD: E [ p (r) ]. Un-
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fortunately the relation between p (r) and 
the energy is unknown. Kohn and Sham [4] 
showed in a subsequent paper how severa! 
good approximations could be made and 
turned the method into the widely used 
basis for computational solid state physics. 
Only recently the method gained accept­
ance in theoretical chemistry. 

The Hohenberg-Kohn-Sham (HKS) ap­
proach will be briefly outlined to under­
stand its possibilities and limitations. The 
energy of the electrons in a molecule is 
written as: 

(2) 

in which T' is the kinetic energy, Ene 
represents the interaction between the 
nuclei and the electrons and Eee' stands 
for the mutual interaction between the 
electrons. We write 

Ene = J V n (r) p (r) dªr (3) 

in which V n (r) is the potential extended 
by: the nuclei. 

Writing the interaction between tbe 
electrons as follows 

E = ~ J p (r) r (r') d3(r)dª(r') (4) 
ee 2 1 r - r' 1 

we include self-int_eraction of the electrons. 
Furthermore by considering the interelec­
tronic interaction as the interaction be­
tween two charge clouds we neglect 
exchange and corr~lation between the 
electrons. For reasons that soon will be 
clear, we replace T' by . T, the kinetic 
energy . of a systeµi of .non-interacting 
electrons with the sarne EDD. Again w e 
make an errór. Both errors are accounted 

for by adding the tertn Exc . The ex -
pression for the energy becomes: 

E = T + Ene + Eee + Exc (5) 

Kohn and Sham showed with the help of 
the variational principie that a system of 
non-interacting electrons in the field V(r) 
will yield the sarne EDD as the system 
under consideration, provided V(r) is 
given by: 

V(r) = Vn(r) + Ve + Vxc (6) 

in which 

Ve(r) - - e J 1 p (r') / 1 ;_r' 1 r dªr' (7) 

and the exchange correlation potential is 
defined by: 

V xc (r) = <) Exc / d [1 (r ) (8) 

Non-interacting electrons obey a simple 
Fock-equation: 

1 1 - - \7 2 + V(r) r c/>n (r) = Enc/>n(r) (9) 
2 

and the EDD is given by 

P (r) = ~ 1 c/>n(r) ! 2 (10) 
n 

Since the orbitais and the orbital en­
ergies refer to the system of non-interacting 
electrons their physical significance re­
mained obscure for a long time. The 
eigenvalues should not be identified with 
excitation energies, with the exception of 
the one corresponding with the highest 
occupied orbital, which equals the ioniz­
ation potential [8]. The EDD's of the interac­
ting electrons in the nuclear field V n(r) 
and of the non-interacting electrons in the 
field V(r), however, are the sarne by 
definition. 
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Several authors have suggested ex­
pressions relating Exc to the EDD, based 
on the relation for a homogenous electron 
gas [9]. 

Often one writes: 

(11) 

adding the contributions for exchange and 
correlation respectively. Hartree-Fock cal­
culations take full account of the exchange 
energy and the self interaction, the major 
contributions to Exc . 

Following Slater, Kohn and Sham wrote: 

Vx(r) 8E:x:/8p(r) =- (l / 7r) [37T2 p(r)]113 

(12) 

0.16 

0 .13 

::> 
o .10 

" 
... 
o 

0 .07 ... ... ...... 

0.04 

the value V x(r) being for a homogeneous 
electron gas. The assumption that the 
potential at a certain position is a function 
of the electron density at that point is 
known as the local density approxima-
tion (LDA). . 

To include the effects of the correlation 

1 as well we write: 

Vxc(r) = - (3a/ 27r) [37r2 p(r)] 1
/ 3 (13) 

with the empirical parameter, a = 0.7 
yielding good results. The resulting Fock­
-equation is identical to the one used in 
the Hartree-Fock-Slater method (HFS). ln 
a refined version of the method the ex­
change-correlation energy is written as a 

e 

0.01 
º~~~,.....:::::~~..-:=*==~~=-~~~~-=:~ 

. -0.01 -~-~~~-~~~--~~~-~~~-~~---! 
H He Li Be B C N O F Ne No Hg AI Si P s· CI Ar 

. Atom 

Fig. 1 - Error in the atomic correlation energy for hydrogen to argon. 
The approximations used are : 
a : Kohn and Sham's local density approximation (LDA), not shown 
b, e: LDA, corrected for self-interaction 
d, e : gradient-corrected functionals. 
(From M. T. Carroll, R. F. W. Bader and S. H. Vosko, J . Phys. 
B: At. Mol. Phys. (1987) , 20, 3599). 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 21-42, 1988 



26 DIRK FEIL - Charge density é{nd chemical bonding 

functional of the spin densities and the 
local spin density approximation is used 
(LSDA). 

We shall now test the quality of the 
various approximations in Density Func­
tional Theory by comparing calculated 
molecular properties with experimental 
results. 

S.O 

4 .5 

4.0 

3.5 

3.0 

> 2. 5 .. 
.... 

2.0 o .... .... ... 
1.S 

1.0 

0.5 

o 
Li O BeO 80 

Oxide 

By adding the correlation energy to the 
Hartree-Fock energy they obtained total 
energies and were able to compare the 
values obtained for the dissociation energy 
of a large number of diatomic molecules 
with experimental values. The results for 
a number of diatomic oxides is shown 
in Fig. 2. 

co NO MgO S10 

Fig. 2 - Error in the dissociation energies of first-row oxides. The approxima­
tions used are: 
HF : Hartree-Fock 
a : Kahn and Sham's local density approximation (LDA) 
b, e : LDA, corrected for self-interaction 
d, e: gradient-corrected functionals. 
(From M. T. Ca rrol!, R. F. W . Bader and S. H. Vosko, J . Phys. 
B : At. Mo!. Phy s. (1987) , 20, 3599). 

ln recent work by Carroll et al. various 
proposals for the correlation energy are 
tested [10]. The authors consider applica­
tion of the LSDA approximation (a), this 
approximation corrected for self-interac­
tion (b, c), and the use of gradient-corrected 
functionals for the correlation energy 
(d, e). Fig. 1 shows the error in the cor­
relation energy for a number of atoms. 

Although all schemes yield an improve­
ment over the Hartree-Fock results , there 
is no clear preference for anyone. The 
agreement with experiment is not quite 
sa tisfactory. 

The next comparison concerns the EDD 
in simple atoms [11]). Fig. 3 shows that for 
the Be-atom the HFS-method in which the 
orbitals are expanded in a quadruple-' 
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basis set yields virtually the sarne EDD as 
the Hartree-Fock method. ln Fig. 4a various 
expressions for V x are tested by compar­
ing the resulting EDD for the Ne-atom 
with the Hartree-Fock value. Fig. 4b shows 
the difference between the EDD's, obtained 
with different expressions for Exc , with 
the EDD calculated with the Configuration 

º · " º o. eo 

N 

recently calculated the EDD of a number 
of SinHm-clusters using the LDA-approxi­
mation [13] . The orbitals were expanded 
in a large basis set of atomic orbitals. 
Fig. 5 shows the EDD in the central region 
of the Si8H18 cluster. The EDD of the most 
central atom of the cluster was used to 
construct the EDD of an infinite crystal. 

1. 20 1. BD 

BE nz 
HFS 

-- HF 

' 2 ~0~. 0"'0.--~~o~.~" º,,--~~~o~.e=o~~~~, ~.2=0~~-----', .~e~o ---_,,..J 

O l S TR NCE IÂJ 

Fig. 3 -The electron density distribution in the Be-atom. 
broken Jine : HFS - calculation. 
solid Jine : CI - calculation 

Interaction method [12], which is con­
sidered to yield very accurate results. 

Nearly all calculations of the electron 
energy in solids are based on the local 
density approximation. The translational 
symmetry is accounted for by the use of 
Bloch orbitals. Various approximations are 
used to describe the translation-invariant 
part of these orbitais. Velders and Feil 
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Accurate measurements of the structure 
factors of perfect crystals by the Pendel­
lõsung method [14] allow judgement of the 
quality of the results of the computations. 
Table 2 shows the measured and the 
calculated values of a number of structure 
factors . The present method is seen to 
yield highly accurate structure factors , 
superior to the results of band structure 
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Fig. 4 - The relative deviation from HF and exact results of the EDD in Ne, 
obtained for various exchange-correlation potentials. The radial electron den­
sity 4 n: r 2 p is given for comparison. 

(a) (p-p HF) I P HF • (b) (P· P exact) I P exact 
The approximations used are (see [7] for details) : 
KSx Kohn and Sham, exchange only 
LMx non-local exchange only functional 
Bx semi-empirical potential 
VWNc : local correlation potential, corrected for self-correlation 
x0.7 Semi-empirical LDA exchange-correlation potential 
LMxc non-local exchange-correlation potential 
HF Hartree-Fock 
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Fig. 5 - Difference density in the central Si-Si bond of the Si
8
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18 
cluster 

Contours at intervals of 0.025 e/ A 3 • Negative contours are dotted. 

TABLE 2 - Structure factors of Silicon at O K 

h k 1 sinO/ L S&K V&F Y&C atomair 

exp theory theory theory 

1 1 1 0,159 10,724 10,659 10,699 10,529 
2 2 o 0,260 8,655 8,659 8,615 8,710 
3 1 1 0,305 8,023 8,039 7,976 8,164 
4 o o 0,368 7,454 7,464 7,381 7,508 
3 3 1 0,401 7,250 7,234 7,149 7,183 
4 2 2 0,451 6,715 6,716 6,611 6,702 
3 3 3 0,478 6,423 6,422 6,307 6,439 
5 1 1 0,478 6,445 6,454 6,336 6,439 
4 4 o 0,521 6,049 6,056 5,941 6,035 

R-factor (%). 0,19 1,07 0,83 
S & K : T. Saka and N. Kato [14] . 
V & F: G. Velders and D. Feil [13]. 
Y & C: M. T. Yin and M. L. Cohen [15]. 
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calculations. The quality is conveniently 
expressed in terms of the R-factor: 

R 
~ H 1 F~s - F~lc 1 

~ F obs 
H H 

FROM BONDING TO CHARGE 
DENSITY 

(14) 

ln the first part we have seen how 
bonding can b~ derived from the atomic or 
molecular E.DD. Since covalent bonding 
between atoms leads to intra- and inter­
-atomic charge transfer, electric fields are 
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surrounding the molecules. ln this part we 
shall show how these electric fields affect 
the EDD in neighbouring molecules, an 
effect that can be calculateçl by quantum 
chemistry and verified by X-ray diffaction. 

The electric field of a molecule 

As an example we consider the water 
molecule. Defining the deformation or dif­
ference density distribution, 6.p (r) , by the 
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···. 
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2
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Fig. 6 - Difference density in the water molecule. Contours at intervals of 
0.015 au ( - 0.1 e/ A s) . The tripie-~ basis set was augmented with Slater-type 
d- and f-functions on the oxygen and p- and d-functions on the hydrogen. 

The dipole moment is given in au's. 
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difference between the molecular EDD and 
the sum of the atomic EDD's with the 
nuclei on the molecular positions, this 
distribution shows the extent to which 
molecule formation leads to electron trans­
fer within the atomic regions and between 
the atoms (Fig. 6). A more detailed analy­
sis [16] shows that dipole moment of the 
water molecule is as much due to charge 
transfer between atoms as to atomic dipole 
moments. Rosenberg and Shavitt [17] 
showed that large basis sets and CI are 
necessary to obtain the proper dipole 
moment of water. ln Fig. 6b the results 
of various quantumchemical methods with 
respect to the dipole moment are com­
pared. The results of the Hartree-Fock­
-Slater calculation, employing a large basis 
set are seen to be excellent. 

Effect of electric fields on the EDD 
in atoms 

The first type of bonding discussed 
was electrostatic bonding between ions. It 
was assumed that the ions were spherically 
symmetric about the nucleus. It is clear 
that this can only be a first approximation 
since the electric field will affect the EDD. 
To illustrate the effect we place a closed 
shell atom such as Ne in a weak extern 
electric field , Eex , in the z-direction. The 
resulting electron density distribution, 
f'E(r), shows a complex pattern. To bring 
out the details, the original electron density 
àistribution, p' (r), is subtracted and the 
difference, the so called polarization density, 
is shown in Fig. 7. We might have expected 
a <>hift of the electron cloud in the direc­
tiun opposite to the field. The polarization 
density, however shows alternating regions 
of depletion and accumulation. 
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The calculations were carried out with 
the Hartree-Fock-Slater method, using Sla­
ter-type orbitais as basis set. The method 
is described by Krijn and Feil [16] . 

The pattern of the polarization density 
can easily be understood as follows: the 
total electron density is the sum of the 
densities of the occupied orbitais: 

in which double occupancy is assumed. 
The atomic orbitais of the polarized atom 
differ slightly from the ones in the free 
atom, and can be obtained by mixing in 
unoccupied orbitali; cf>? of the proper sym­
metry. 

c/>~ (r) = c/>P(r) + + ~ cij cf>P(r) (16) 
J 

Mixing in of occupied orbitais does not 
change the Slater determinant. 

Since the effect of the electric field is 
small, the coefficients cij can be cal­
culated by second order perturbation 
theory: 

Cij = 
E j - E j 

(17) 

in which Ei and ej are orbital energies. 
For qualitative purposes we can restrict 

the summation to the coupling of the 
highest occupied atomic orbital with the 
lowest unoccupied one with the proper 
symmetry. ln case of a field in the z-direc­
tion, the 2pz orbital of Ne is coupled 
with the 3s-orbital. The energy difference 
in the denominator of (17) makes other 
contributions less significant. 

The contribution to the total electron 
density distribution by the polarized orbital 
2p~ is given by 

2 X 1 2p~ 1 
2 = 2 X ! 2p~ 1 

2 + 
+ 4 X e X 2p~ X 3sº + .. . (18) 



32 DIRK FEIL - Charge density and chemical bonding 

Consequently the contribution to the 
polarization density is 

tJ. p (r) = 4 X e X 2p~(r) X 3sº (r) (19) 

1 a.u. 

bital, making a total of five, one of which 
is on the origin. 

The dipole moment, calculated from the 
polarization density, might appear to be 

Fig. 7 - Polarization density in the Ne-atom. Contours at arbitrary, but 
constant intervals. 

The polárization density of Fig. 7 shows 
the topology of the product of the 2p and 
the 3s orbitais. Since these orbitais are 
hydrogenic in character, the product can 
easily be visualized: ·the number of nodal 
points on the z-axis is the sum of the 
number of nades of the individual orbitais, 
i. e. one for the 2p and four for the 3s-or-

a, good indicator for the strength of the 
electric frield. Indeed, the polarizabilities 
along the different axes of the water 
molecule, calculated with the HFS-method, 
closely correspond to the experimental 
values. Where the fields are due to neigh­
bouring atoms problems arise. ln Fig. 8a 
we see the polarization density distribution 
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of a water molecule in the field of a 
proton. The oxyxen atom shows the fam­
iliar features of a polarized atom. Subse-

quently the proton is replaced by a 
potassium ion. The K ... O distance is 
chosen so as to be the sarne as the K. .. O 
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Fig. 8 - Polarization density of the water molecule in the field of: 
a) a proton 
b) a potassium ion. 
e) Interaction density in the H 20 ... K + complex. 

Contours at .005 a. u. intervals. 
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distance in the 18-crown-6 . . . K+ complex. 
First we calculate the electric field in and 
around the K+-ion. Then the water mol­
ecule is placed in this ionic field and the 
polarization density is calculated. Fig. 8b 
shows the polarization to be much larger 
than in the proton case. The difference can 
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The electron density distribution 
in the hydrogen bond 

The forces between molecules consist 
of many contributions. We distinguish: the 
electrostatic interaction between the undis­
turbed charge distributions of the mono-

\ 
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\ 
\ 
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Fig. 9- Interaction density in the water dimer in the equilibrium con­
figuration : O .. . O distante 5.63 au., corrected for basis set superposition errar. 

Contours at 0.002 au. 

be explained by considering the electric 
field in the region of the K+-ion. Pen­
etrating the ion the nucleus becomes less 
shielded and the electric field increases, 
leading to increased polarization (Fig. 8b) . 
A HFS-calculation of the K+ ... H20 com­
plex, however, yields a different polariz­
ation density distribution (Fig. 8c). The 
difference can be explained by taking 
exchange repulsion into consideration: the 
Pauli principle forbids extension of the 
electron cloud of the water molecule into 
the K+-region. 

mers, the effect of charge transfer and 
mutual polarization, the repulsive exchange 
forces, and the London forces, due to the 
correlation between the electrons in dif­
ferent molecules. 

Bonding in complexes is difficult to 
calculate. For all but the simplest mono­
mers like He, the system is large. However 
calculation of electrostatic interaction 
requires the use of large basjs sets in 
LCAO-calculations in order to obtairi the 
proper EDD. Few calculations satisfy this 
requirement. 
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We shall now apply the results of the 
two previous sections in studying the EDD 
in the hydrogen bond in the water dimer. 
Since the interaction effects are small, we 
shall consider the interaction density, de­
fined as the difference between the EDD 
of the dimer and the sum of the EDD's of 
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the monomers placed at the proper posi­
tion. 

Fig. 9 shows the interaction density 
distribution of the dimer in the equilibrium 
configuration. Comparison with Fig. 7 
suggests that most of the interaction den­
sity is due to polarization of one monomer 

( 
j 

1 

." 
\ 
\ 

i \ o i 
i 
I 
I 
i 
i 
i 
i 
i 
i 
\ 
\ 
\ 
\ 
\ 
\ 

/ 
/ 

\ . 

Fig. 10 - Polarization density in water molecules placed in the field of the 
dimer partner at the equilibrium distance. Contours at 0.002 au. 
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Fig. 11 - Interaction density in the water dimer at reduced distance. The 
0 .. 0 distance of 4.70 au. is the sarne as found in the oxalic acid/ water 

complex. Contours at intervals of 0.002 au. 
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by the field of the other. To confirm this 
we placed each molecule of the dimer in 

the field of the other one and calculated the 
polarization density distribution [18]. The 
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(j 

Fig. 12 - The electron density distribution in the oxalic acid/ water complex. 
Contours at arbitrary intervals. 
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Fig. 13 - The difference between the experimental EDD and the superposition 
of the atomic EDD's in the oxalic acid/ water complex. Contours at inter­

vals of 0.05 e/ A 3 • 
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result is shown in Fig. 10. The close cor­
respondence between this figure and the 
previous one proves the point. 

When the monomers are placed closer 
together other effects occur. The polarizing 
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The typical polarization features of the 
acceptor atom are ' easily recognized. The 
effect of the polarization density dis­
tribution on the electrostatic interaction 
between molecules is responsible for the 
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Fig. 14 - The difference between the experimental EDD and the superposition 
of the molecular EDD's in the oxalic acid/ water complex. Contours at inter­

vals of 0.05 e/ A 3. 

fields are much stronger, but exchange 
repulsion prevents polarization propor­
tional to the electric field [19] . Fig. 11 
shows the result. The strongest effect of 
hydrogen bonding is seen to occur in the 
0-H bond of the donor, where the inter­
action density is large in volume and 
magnitude. The donor hydrogen is further 
depleted and electrons accurnulate in the 
lone pair region of the acceptor atom. 
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breakdown of the calculation of electro­
static interaction as sum of two-monomer 
interactions [19] . 

Experimental verification: X-ray 
diffraction 

The features of the hydrogen bond in 
the 0-H ... O region are the result of the 
subtle interplay of many effects. Conse-
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quently the outcome of calculations using 
different quantumchemical methods and 
applying different approximations varies 
considerably. ln their study of the hydro-

Fortunately, a number of careful X-ray 
and neutron diffraction experiments on 
oxalic acid dihydrate have been carried 
out, together with elaborate analyses [22]. 
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Fig. 15 -The difference between the experimental EDD and the EDD of the 
oxalic acid/ water dimer. Contours at intervals of 0.05 e/ A 3• 

gen bond in oxalic acid dihydrate Brei­
tenstein et ai. [20] find the lone pair 
density to be decreased, contrary to the 
result reported above. Lunell [21], studying 
sodium hydrogen oxalate monohydrate, 
does not observe an increase of the lone 
pair density either. It should be noted, 
however, that the polarization density in 
the lone pair region is very diffuse, with 
hardly any contours as witness. ln fact, 
depletion in the region close to the 
nucleus is a better indicator of polarization. 

Fig. 12 shows the EDD in the plane of the 
oxalic acid molecule. The X-ray results of 
Stevens et al. [23] and of Dam et al. [24] 
agree quite well, both showing the effect 
of hydrogen bonding. Fig. 13 shows the 
difference density in the plane of the com­
plex. The smooth features of this density 
distribution are due to the fact that the 
difference density was expanded in a 
limited number of functions centred on 
the atoms of the crystal. The flexibility 
of the basis was tested by comparing a 
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theoretical density distribution after expan­
sion with the original one. The coefficients 
are chosen in such a way that the dif­
ference between the structure factors 
based on the fitted density distribution 
and the experimental ones is minimal in 

'\. .. ····· ... 

.. · ,,...., 

attributed to the fact that the basis set 
used was not large and that the hydrogen 
bond was not taken into account. 

Recently Krijn et ai. [6] carried out 
HFS-calculations on the oxalic-acid water 
complex, using a large basis set of Slater 
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Fig. 16 -The difference between the experimental EDD and the EDD computed 
for the oxalic acid/ water dimer placed in the field of the surrounding mole­

cules. Contours at intervals of 0.05 e/ A 3. 

the least squares sense. ln this way 
experimental noise is removed from the 
difference maps. 

Stevens [25] showed these experimental 
results to be similar to the outcome of 
Hartree-Fock calculations on the mole­
cules constituting the oxalic-acid water 
complexes in the crystals. The differences 
between theory and experiment could be 
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functions. To see the effect of the various 
contributions the authors first compared 
the experimental EDD with the EDD based 
on the wave functions of the individual 
molecules. Fig. 14 shows the result. We 
notice that the covalent bonds are well 
taken care of in the model, but the features 
characteristic for the hydrogen bond re­
main. The next theoretical model was 
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based on the wave function of the oxalic­
-acid water complex. Fig. 15 shows the 
difference between the model density and 
the one obtained by experiment. Only 

have some influence on .the EDD. From 
the work on the water dimer we learned 
that the effect of weak hydrogen bonds 
is due to the electric fields of the mono-
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Fig. 17 - The R-factor as function of the scattering angle for the different 
models of the EDD used for calculating the structure factor. 

Models: a) superposition of molecular EDD's 
b) oxalic acid/ water dimer 
e) oxalic acid/ water dimer placed in the electrostatic field of the 

surrounding molecules. 

weak features remain. A further improve­
ment of the theoretical model was based on 
the consideration that only the strongest 
hydrogen bond was taken e are of. Although 
other hydrogen bonds are weaker, they 

mers. ln a further calculation the complex 
was placed in the electric fields subtended 
by the surrounding molecules. A few 
iterations were enougJ:i to make the final 
EDD self consistent. Fig. 16 shows the 
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final result. The remaining differences are 
centred on the atoms, where the standard 
deviations in the EDD are large. The 
differences at the carbonyl oxygen atom 
suggest that the harmonic model does not 
suffice to account for the thermal motion. 

It is interesting to see that the environ­
ment seems to enforce the effect of the 
central hydrogeri bond. 

The close correspondence between an 
ab initio model contairiing only the scale 
factor as variable and the experimental 
EDD is very satisfying. Since the observa­
tions of the X-ray experiment are closely 
related to the magnitude of the structure 
fáctors, a quantitative measure of the cor­
respondence between model and experi­
ment is given by the R-factor, defined in 
eq. (14), in which F~lc are the structure 
factors based on the model used. The final 
R-factor is well below 1 %: 0.0095. 

The structure factors can be grouped 
according to their sine/A value and for 
each interval in sine/,\ a partial R-factor 
can be calculated. ln Fig. 17 a smooth 
curve is drawn through the different par­
tia! R-factors corresponding to the sarne 
model. We see that the intensity of the 
high arder reflections does note depend 
on the model. The curves facilitate the 
selection of intervals in reciproca! space 
that are most sensitive to the effects of 
intermolecular interaction. 

CONCLUSIONS 

The excellent agreement between theory 
and experiment, witnessed by Figs. 16 
and 17 shows that the X-ray experiment 
is sensitive to details of the effects of 
interaction between molecules. 

This sensitivity makes it possible to 
use X-ray difraction to test the quality of 
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quantumchemical models, i. e. to test the 
various approximations that are inherent 
in the models, 

The Hartree-Fock-Slater method, using 
large basis sets to expand the molecular 
orbitals, is seen to yield good results. This 
implies that the Kohn-Sham equations, 
applying the local density approximation, 
are well suited for calculating properties 
that depend on the electron density dis­
tribution. 

The calculation of the polarization den­
sity in the Ne-atom by H. Bruning is 
gratefully acknowledged. 

Much of the work is based on the 
calculations of M. Krijn. 

REFERENCES 

[l] E. MADELUNG, Gott. Nach. (1909)' 100. 

[2] w. KOSSEL, Ann. Phys. (1916), 49, 229. 

[3] P. HOHENBERG and w. KOHN, Phys. Rev. 
(1964), 136, B864. 

[4] W. KOHN and L. SHAM, Phys. Rev. (1965), 
140, All33. 

[5] D. FEIL, Chemica Scripta (1986), 26, 395. 

[6] M. KRIJN, Thesis University of Twente 
(1988). 
M. KRIJN and D. FEIL, J . Chem. Phys. 
(Hl88) , 89, 4199. 
M. KRIJN, H. GRAAFSMA and D. FEIL, Acta 
Cryst. (1988), B44, 609. 

[7] J. SHERMAN, Chem. Rev. (1932) , 11, 93. 

[8] A. R. WILLIAMS and u. von BARTH, in 
«Theory of the Inhomogeneous Electron 
Gas», S. Lundqvist and N. H. March, ed. 
Plenum Press, New York (1983). 

[9] See e. g. w. KOHN and P. VASHISTA in 
«Theory of the Inhomogeneous Electron 
Gas», S. Lundqvist and N. H. March, ed. 
Plenum Press, New York (1983). 

[10] M. T. CARROL, R. F. W. BADER and S. H. 
VOSKO, J. Phys. B : At. Mo!. Phys. (1987), 
20, 3599. 



42 DmK FEIL - Charge density and chemical bonding 

[11) M. KRIJN and D. FEIL, Chem. Phys. L. 
(1988), 150, 45. 

[12) R. o. ESQUIVEL and A. V. BUNGE, Int. J. 
Quantum Chem. (1987), 32, 295. 
A. V. BUNGE and R. o. ESQUIVEL, Phys. Rev. 
(1986) , A34, 853. 

[13) G. VELDERS and D. FEIL, Acta Cryst. (1989), 
B45, 359. 

[14) T. SAKA & N. KATo: Acta Cryst. (1986), A42, 
469. 
s. CUMMINGS & M. HART, Aust. J . Phys. 
(1988), 41, 423 have reanalyzed S & K's data. 
The corrected values are used in the present 
study. 

[15) M. T. YIN & . M. L. COHEN, Phys. Rev. B 
(1982), 26, 5668. 

[16) M. KRIJN and D. FEIL, J. Chem. Phys. (1986), 
85, 319, J. Phys. Chem. (1987), 91, 540. 

[17) B. J. ROSENBERG and I. SHAVITT, J . Chem. 
Phys. (1975), 63, 2162. 

[18) M. KRIJN and D. FEIL, J . Chem. Phys. 
(1988), 89, 5787. 

[19) KERSTI HERMANSSON, Thesis, University of 

Uppsala, Sweden (1984). 

(20) M: BREITENSTEIN, H. DANNÕHL, H. MEYER, 

A. SCHWEIG and w. ZITTLAU, in «E1ectron 

Distributions and the Chemical Bond», ed 

by P. Coppens and M. B. Hall (Plenum 

Press, New York, 1982), pp. 255. 

[21] S. LUNELL, J . Chem. Phys. (1984), 80, 6185. 

(22) P. COPPENS, J. DAM, S. HARKEMA, D. FEIL, 

M. S. LEHMANN, R. GODDARD, C. KRÜGER, 

E. HELLNER, H. JOHANSEN, F. K. LARSEN, 

T. F. KoETZLE, R. K. McMuLLAN, E. N. 

MASLEN and E. D. STEVENS, Act. Cryst. 

(1984), A40, 184. 

[23) E. D. STEVENS and P. COPPENS, Acta Cryst. 

(1980), B36, 1876. 

[24] J. DAM, s. HARKEMA and D. FEIL, Acta 

Cryst. (1983), B39, 760. 

[25) E. D. STEVENS, Acta Cryst. (1980), B36, 1876. 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 21-42, 1988 



MAGNETIC X-RA Y SCATTERING 

MALCOLM J. COO PER 
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ABSTRACT-The existence of spin-dependent terms in the X-ray scattering 
cross-section was established, both theoretically and experimentally, many years ago 
but these effects remain unexploited. This was because of the small cross-sections 
involved and the general need to use polarised beams or employ polarisation analys'is 
of the scattered beam. Now, with the advent of the present generation of high 
brightness, high flux synchrotrons there is an opportunity for change. ln this review 
the magnetic cross-section for both, elastic and inelastic scattering will be described, 
the interference terms leading to the first order contributions discussed and illustrated 
by the key experiments that have been performed so far. The possibility of separating 
spin and orbital contributions to the magnetisation exists and the feasibility of achieving 
this will be considered. 

1 - INTRODUCTION - HISTORICAL 
AND PHYSICAL ORIGINS 

There is nothing new in the notion that 
X-rays are scattered not only from the 
electron charge distribution but also from 
the magnetisation density. The theory was 
presented some fifty years ago [l], and 
definitive papers published some thirty 
years ago when the polarisation of the 
gamma radiation emitted by nuclei was of 
considerable interest [2, 3). Indeed a polar­
imeter for the analysis of the degree of 
circular polarisation of gamma rays was 
based upon the magnetic Compton scat­
tering effect [4], its most fundamental 
application being in the determination of 
the neutrino helicity [5). The close connec­
tions within the physics community are 
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well illustrated by the fact that Professor 
Berko, who provides the keynote address 
on positron annihilation at this meeting [6] 
was acknowledged in the definitive work 
of Lipps and Tolhoek [2, 3] more years ago 
than he may care to remember! 

Seminal papers in the historical de­
velopment of magnetic X-ray scattering 
are listed in Table 1. Despite the time that 
has passed most of the experiments have 
been demonstrations rather than exploita­
tions of effects. The subject remains one 
having great potential rather than a proven 
track record. This should change rapidly 
but for the moment there remains the 
danger that the number of enthusiastic 
review papers exceeds that of real research 
publications in the current lliterature! 
I only hope that, although I am adding to 
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the imbalance, this review will provide a 
brief but useful introduction to those 

TABLE 1 - Magnetic X-ray scattering - a chro­
nological summary 

Date 

1938 

1955 

1970 

1972 

1976 

Event 

The first derivation of an expression for 
the scattering of polarised radiation by 
oriented electrons - Franz [l] . 

Development of a magnetic Compton 
polarimeter for measuring the degree of 
circular polarisation of gamma rays -
Wheatley et ai. [4]. 

First suggestion that magnetisation den­
sity, in positon and momentum space 
could be studied with X-rays - Platzman 
and Tzoar (24]. 

First X-ray measurement of antiferromag­
netic superlattice diffraction peaks - de 
Bergevin and Brune! (13]. 

First Compton line shape measurement 
with circularly polarised gamma radiation 
- Sakai and Ono (25]. 

1985 First synchrotron study of an antiferro­
magnet (Ho) - Gibbs e.t ai. (17]. 

1986 Magnetic Compton profile measurements 
with circularly polarised synchrotron 
radiation established - Cooper et al. (28]. 

1987 First magnetic photoabsorption measure­
ments with circularly polarised synchro­
tron radiation - Schütz et al. (34]. 

1987/ 8 Detailed accounts of the polarisation de­
pendence of magnetic diffraction occur -
Lovesey (8], Blume and Gibbs [9]. 

involved in conventional X-ray scattering 
and point them in the direction of more 
serious and satisfying texts. 

The appropriate terms for the scat­
tering cross-section appear in standard 
texts [7], albeit not in a readly interpre­
table form, but several «interpretations» 
have now appeared, which translate the 
obscure quantum-mechanical formulae into 
simpler expressions involving the polaris­
ation of the beam and the angle of scat­
tering [8 & 9]. 

Despite the complicated algebra en 
route there is a simple classical origin to 
these effects which was pointed out by 
two of the pioneers in this field , de Ber­
gevin and Brunel [10, 11]. Figure 1 is taken 
from their work. The Thomson term, for 
example, . corresponds to electric dipole 
re-radiation of the E-field of the incident 

electromagnetic wave; there is no change 
in the plane of polarisation. The higher 
arder «magnetic» effects arise because of 
the H-field of the wave and the magnetic 
moment (spin and orbital) of the electron. 

The interaction is richer than that 
between neutron and electron because of 
the involvement of the charge, spin and 
the orbital momentum of the electron with 
both the electrical and magnetic fields of 
the radiation. Classically all these effects 
produce secondary elastic scattering that 
is scaled down in amplitude by the factor 
(photon energy / mc2 ) and its plane of 
polarisation changed from that of the inci­
dent electromagnetic wave, furthermore 
spin and orbital scattering are different. 
ln contrast a neutron is scattered solely 
by virtue of its magnetic moment and 
therefore it measures the total (i. e. spin 
plus orbital) magnetisation density. The 
comparison with neutron scattering and 
the detailed derivation of the photon cross­
-section for magneiic scattering is the 
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subject of another review at this con­
ference [12] and results will be merely 
quoted here. ln general terms a neutron 

Driving force. 

-e E 

-eE 

grad.,uH 

Torque 
Hxµ 

be tipped in · favour of the photon source 
by using the interference effects described 
below. 

Rerad iation 

,µ 

íf\ I 
E\J 

E-dipol. 

íf\ I 
H\7 

H-quadr. 

/T) / 
E L/ 

E-dipol. 

.~• íf\ I 
HV 

H-dipol. 

Fig. 1 - Classical X-ray scattering. The top diagram shows Thomson scattering 
and the Iower diagrams describe quadrupolar anel. dipolar magnetic interactions 
which lead to a change in the plane of polarisation of the electromagnetic 
wave. (Reproduced from [10], copyright International Union of Crystallography). 

source delivering 10ª ns - 1 and a photon 
source of 1012 ps - 1 , produce comparable 
magnetic scattering and both figures are 
realistic for high flux reactors and high 
brightness storage rings. The balance can 
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2 - THE SCATTERING CROSS-SECTION 

The classical terms persist in the quan­
tum derivation which now allows the poss­
ibility of inelastic (Compton) scattering 
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effects. The expression for the elastic 
scattering cross-section has the general 
forro 

sums are over the j target electrons; A 
leads to the familiar Thomson term 
whereas the second and third terms, 
which are in quadrature with it, contribute 
in their own right in second arder only da 

dn 
1. e. ~ -- ) . At convent1ona X-ray ( . [ fiw ] ~ . l 

mc2 

where A, B, C, are polarisation vectors, K 
is the X-ray scattering vector and the 

energies this represents an alarming reduc­
tion, especially when it is remembered 
that only 10 % of the atomic electrons 
give a net magnetic contribution. ln anti­
ferromagnets, where the magnetic super­
lattice reflections can be separated from 

MAGNETISATION 

Fig. 2 - The diagram defines the wavevectors, k 1 and k 2 and the unit 

polarisation vectors, ~ li , ~ 1 , ~ li , i 1
1 for the incident and diffracted beams. 

The diffraction plane is defined by the u 1 , u 3 axes and the Bragg angle is e. 
The polarisation matrices show how the incident and scattered beam amplitudes 

depend upon the components of spin (5 1 , 5 2 and 5 3 ) and orbital (L1 , L 2 , L 3 ) 

magnetisation resolved along the u 1 , u 2 , u~ axes. 
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Fig. 3 - Magnetic X-ray scattering from a 40-layer Gd21 Y 21 superlattice 
interface. The upper diagram shows the schematic experimental arrangement 
whereby the monochromated synchrotron radiation can be tuned through the 
L 2 and L 3 Gd absorption edges, coupling the magnetic scattering to the 
charge scattering to produce a first order magnetic contribution from the 
magnetisation density perpendicular to the diffraction plane. The lower 
diagrams show the flipping ratio (change of intensity upon reversai of the 
field) for two reflections from the layer. (Taken from (16], copyright American 

Physical Society .. ) 
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the Bragg peaks, such small signals can 
be measured even with modest laboratory 
X-ray power. The first measurements on 
NiO [13] were done with a 1 kW Cu.Ka 
tube and recent work on the discommen­
surate spiral spin structure of antifer­
romagnetic holmium has been pursued. with 
rotating anode X-ray systems as well as 
synchrotron radiation · (14]. Incoherent 
scattering experiments such as Compton 
scattering simply sum the magnetisation 
density and therefore provide no informa­
tion about antiferromagnetism. ln ferro­
magnets, however, there is a net contri­
bution to the Compton profile as well as 
the Bragg peaks from the summed mag­
netic moments. Unfortunately in the dif­
fraction experiment the magnetisation and 
charge Bragg peaks are coincident and the 
measurement of weak second arder effects 
is highly problematical. 

The separation of spin and orbital 
magnetisation can be appreciated by 
inspection of the polarisation matrices 
which are shown, together with the defin­
ing axes, in figure 2 [10]; when incident 
and scattered beam polarisations are per­
pendicular to the diffraction plane the spin 
cornponent S alone produces the scattering 
whereas L and 5 contribute to the parallel 
component pair and produce the polaris­
ation switching from one plane to ànother. 

2.1 - Interference Terms and Anoma­
lous Effects 

The weakness of these second arder 
terms renders them of little practical 
interest especially in ferromagnets. How­
ever, a real firs t arder contribution can arise 
if the overlap with the Thomson term 
produces a further 90 degrees phase-shift. 

There are various ways in a diffraction 
experiment in which that might arise, for 
example the leading term will be complex 
if the structure is non-centrosymmetric or 
if anomalous scattering occurs. As yet 
there are no examples in the literature of 
the former, although many magnetic struc­
tures fall into that category. On the other 
hand anomalous dispersion has been used 
in the early synchrotron studies of ferro­
magnets, helped by the fortuitous prox­
imity of the Cu.Ka X-ray energy and the 
Fe K shell binding edge [15]. More recently 
the tuneability of synchrotron radiation 
has been exploited, for example in the 
study of the magnetisation in Gd-Y super­
lattice layers [16]. Flipping ratios of the 
arder of 1 % were found upon reversai of 
the spin direction in the 40 layer interface 
as shown in figure 3. 

Surprising enhancements of the mag­
netic scattering have also been observed 
in antiferromagnetic holmium, where syn­
chrotron data first showed up the complex 
spin-slip discommensurations in the mag­
netic structure [17] . The new data show 
a resonant enhancement at the L3 edge of 
a factor of 50 (18]! There is already an 
explanation of this effects in terms of 
electric multipole transitions to unoccupierl 
orbitais producing an interaction that is 
sensitive to the f and d-band magnetis­
ation [19]. This is clearly a very interesting 
pheno'menon; it will facilitate the measure­
ment óf magnetic effects and prompt fur­
ther development of the theory. 

3 - DIFFRACTION PROSPECTS 

The first synchrotron results on anti­
ferromagnetic holmium (17] were heralded 
as representing an advance over neutron 
data, which was true for that particular 
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case but current neutron experiments are 
capable of similar wave vector resolution 
and indeed the spin-slip structure has been 
confirmed in that way [20]. Contrasting 
the depth of experience in neutron dif­
fraction with the immaturity of synchro­
tron studies it will be a long time before 
the new method «challenges» rather than 
«complements» the established technique. 
If it does it will be as a consequence of 
one of the following three real advantages 
of synchrotron studies. 

Firstly the brightness of the beam, 
which has not yet reached theoretical 
limits imposed by the thermal load on the 
optical elements, facilitates the study of 
smaller crystals than are practicable with 
neutrons, where fluxes are much closer to 
the practical limits. This is an important 
factor because large crystals may simply 
be unobtainable. 

Secondly there is a range of materiais 
for which neutron absorption or isotopic 
impurity pose formidable problems. Those 
materiais may be easier to probe with 
synchrotron radiation. (Of course there is 
another set of materiais which have pro­
hibitive X-ray absorption, but it is, in 
general, a different set.) 

Thirdly X-ray scattering can provide 
different information because spin and 
orbital contributions are separable, albeit 
with difficulty. It is quite clear from the 
polarisation matrices shown in figure 2 
how this separation can be achieved by 
the polarisation analysis of an initially 
polarised beam and Blume and Gibbs [9] 
have comprehensively treated this problem. 
At an experimental levei polarisation ana­
lysis can simply be used to enhance the 
«signal to noise» of the magnetic scattering 
as was done in the holmium study [17] but 
in compounds that contain substantial 
contributions to the magnetisation from 
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both S and L the separation may be of 
real physical interest. 

This is not so in transition metal 
systems where the orbital moment is 
quenched or in the lantanides where the 
orbital moment is large but predictable. 
On the other hand in the actinides the 
orbital moment is unknown, it is cal­
culated to be large and opposed to the 
spin moment. Data on some of the com­
pounds are given in Table 2. The separ­
ation of L from S is of great importance 
in guiding ab i'nitio calculations in these 
materiais [21 , 22]. 

T ABLE 2 - Magnetic properties of some uranium 
compounds. Ali have the NaCl structure and are 
ferromagnetic (F) or antiferromagnetic (AF), f-LN 

is the total moment determined in neutron studies 
whereas ML and p. 8 refer to calculated values 
[21 , 22]; ali moments are expressed in Bohr 

magnetons. 

Magnetic 
Compound Ordering i"N l'L ,. s 

Temperature (°K) 
----

UN 53 (AF) 0.75 1.5 - 1.0 

us 177 (AF) 1.7 4.0 - 2.2 

U Se 160 (F) 2.0 4.3 - 2.4 

U Te 104 (F) 2.2 4.6 - 2.6 

ln ferromagnetic actinide compounds 
the use of circularly polarised radiation 
offers one route to the separation of L and 
S and it is instructive to see how this 
might work in practice. The cross-section 
quoted by Lovesey [8] can be written 

dn 1 ( e
2 

) • - = - -- f(K) Jf(K) ([1 + 
da 2 mc2 1 

+ cos22e ] - 2gPc(l - cos2e ) [S(K). 
(k1COs2e + k~) + cos2e L(K) . (k1 +· k2)] r 

(2) 
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where P e represents the degree of circular 

polarisation ( -+- 1), g = ...!!:..:::__ and 28 the 
mc2 

orbital contributions are distinguished by 
angular terms that differ most when 
2e-') 90º. This means that long wave­
lengths (t.. > lA) must be used if the 
magnetic form factors are to be non-negli-scattering angle is now related to the 

/1<,cos29 •l<i 
-----+ 000 111 / 

H[111] --• -----------· -~ 

111 

Fig. 4 - Possible geometries for separating spin and orbital contributions 
to the magnetisation. A Bragg angle of 45º, obtained by tuning the syn­
chrotron beam, has been assumed in both cases. ln the upper diagram the 
orbital term, a: (k1 + k 2), is perpendicular to the field direction and is 
therefore unmeasured; the flipping ratio relates to the spin contribution, 
a: k 1 cosze + k 2 ) alone. The geometry depicted in the Jower diagram involves 
switching from one «easy» direction to another, thereby varying the con­
tribution from spin and orbital terms. [Lander - priva te communication]. 

photon wavelength by the Bragg equation; 
f(K), S(K) and L(K) are the form factors 
for charge, spin and orbital moment scat­
tering and k1 , k2 unit vectors along inci­
dent and scattering beam directions, re­
spectively. It is obvious that spin and 

gible (i. e. (sine ) / t.. remains small). Clearly 
other factors such as photoelectric absorp­
tion are important and any experiment 
designed to maximise the flipping ratio 
must also take into consideration the 
signal levei in the measurement. 
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Figure 4 shows two possible geometries 
for the separation of L and S where 
reversing the field between the easy direc­
tions either eliminates one contribution 
(Fig. 4a) or alters their relative value 
(Fig. 4b). It appears that even in favour­
able situations the flipping ratio is un­
likely to exceed -10- 3 [Lander, Private 
communication]. 

4 - COMPTON SCATTERING 

ln the high energy, high momentum 
transfer regime of the impulse approxima­
tion the double-differential inelastic scat­
tering cross-section can be directly related 
to the Compton profile, J(pz) , which is 
the projection of the total electron momen­
tum distribution, n(p) along the scattering 
vector, i. e. 

J(Pz) = f I n(p)dpxdP'y 

Px Py (3) 

Compton studies are reviewed in 
another paper in the volume [23]; all that 
need be emphasised here is the difficulty 
of separating information about the con­
duction electrons from those in the core 
which are in any case well described by 
free atom models . This is done for example 
by constructing the difference between 
line shapes measured in different directions 
(the core will be spherically symmetric) . 
The asphericities only amount to a few 
percent of the total but are nonetheless 
interpretable. 

The magnetic interaction allows the 
core to be eliminated directly. Platzman 
and Tzoar [24] pointed out in 1970 that the 
spin-dependent contribution could be iso­
lated in a Compton experiment where the 
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magnetisation direction is reversed. Their 
observation is equally valid for any orbital 
component and the result of such an 
experiment is a magnetic Compton spec­
trum given as 

e2 

mc2 
g (1 - cos2e ) [S. 

(4) 

(k1 cos28 + k2) + L. (k1 + k2)] J mag (Pz) 

where 

1mag (p,) = J J [ f ni t (p) - ni ~ (p) ] dpxdPy 

(5) 

and the sum is over all the bands. 
As far as the spin term in equation 4 is 

concerned, there is a maximum for 
28 = 180° and S parallel to k1 • 

Although the small band of Compton 
scatterers is dwarfed by the cohorts of 
diffractionists the development of magnetic 
inelastic studies has kept pace with its 
coherent counterpart. The pioneering ex­
periment of de Bergevin and Brunel on 
NiO [13] was matched by an equally heroic 
magnetic Compton measurement, using the 
circularly polarised gamma emission from 
cooled oriented nuclei, by Sakai and 
Ono [25] . Although that technique has 
been developed with great skill and pa­
tience [26, 27] it is closer to its natural 
limit than the synchrotron-based studies 
which take advantage of the polarisation 
properties of synchrotron radiation to pro­
duce circularly polarised flux [28]; a 
method whose feasibility was pointed out 
by Holt and Cooper [29]. 

Table 3 summarises the work to date 
which has concentrated on the most 
obvious ferromagnet, iron. The develop­
ment of quarter wave plates [30] seems 
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TABLE 3 - Magnetic Compton studies of iron. The numerical data for the degree of circular polarisation, 
Pc; integrated magnetic counts, TM and elapsed time T are only approximate, being inferred from 

the publications referenced. 

Method 
1 

PC IM 

---

Oriented G•Co radioisotope 0.6 8 X 104 

122keV 
.. ----

Oriented 12D mir 6 X 105 

I - radioisotope 0.8 
129 keV emission 2 X 106 

Synchrotron radiation (SR) ? < 104 

>..14 plate at 40 keV 

SR - ' Inclined view method' at 0.8 4 X 105 

46 keV 

SR - 'Inclined view method' at 0.7 2 X 10 5 

60keV 

logical but X-ray birefringences are very 
small and conversion efficiencies from 
linear to circular polarisation correspond­
ingly low. They have restricted tuneabil­
ity, which is no problem for Compton 
studies, but places a real limitation on 
diffraction work where the Bragg angle 
needs to be tuned as described earlier. The 
published magnetic Compton study by the 
quarter wave plate method [31) does not 
rival data obtained by the «inclined view» 
technique. The latter takes advantage of 
the elliptical polarisation of the emission 
at a small angle (typically a fraction of a 
milliradian) to the orbital plane of the 
bending magnet. There is no circularly 
polarised flux from a symmetric multipole 
wiggler, but an asymmetric wiggler does 
produce a net hand of polarisation above/ 
below the orbital plane at high energies. 

T Notes/reference 
hours 

139 Repeated cooling by adiabatic demag· 
netisation, polycrystalline iron [25] 

---

-

165 Cooling by ªHe/ 4He [26] 
dilution refrigerator 

600 polycrystalline iron [27] 

14 Cornell, CHESS bending [30] magnet, 
polycrystalline iron 

- -
24 Daresbury SRS Wiggler [28], polycrys-

talline iron 

24 hrs Daresbury SRS Wiggler after instai-
per lation of high brightness la ttice, single 

direction crystal samples [32] 

Since the emission is strongly peaked 
in the orbital plane the optimisation of 
these experiments is extremely important. 
It depends on the operating parameters of 
the storage ring: at the Daresbury SRS 
wiggler, where the author's group have 
worked, a photon energy around 60 keV 
produces the best ratio of magnetic to 
charge scattering at angles -1 / 10 mrad 
with a loss of flux of less than one order 
of magnitude compared with the sarne 
aperture straddling the orbital plane 
[Laundy and Collins - private communi­
cation) . The compromise between flux 
and polarisation is illustrated in Figure 5. 

The importance of high flux cannot be 
overemphasised, at 25 keV for example the 
magnetic intensity from iron is only -1 % 
of the total scattering. This means that 
over 106 counts must be accumulated to 
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yield 10 % accuracy in the magnetic dif­
ference profile which is clearly inadequate. 
At 50 keV 1 % accuracy requires 10ª 
counts. Current achievements fall far short 

of this (see Table 3). Figure 6 shows the 
current best that has been achieved in 
single crystal studies of the magnetic 
anisotropy in iron [32). At this stage the 
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Fig. 5 - The brightness of the SRS wiggler source at 60 keV as a function 
of the angle of inclination to the orbital plane (left hand axis). The right 
hand ordinate shows how P e , the degree of circular polarisation, increases 
out of the orbital plane and the hatched area outlines the typical· angular range. 
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establishment of the anisotropy, which is 
not in complete agreement with theory, is 
seen as a useful step forward. Improve­
ments in the statistical accuracy will arise 

with the implementation of focussing 
optics and the installation of tailor-made 
insertion devices, some of which have been 
discussed at this conference [33] . 
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Fig. 6 - The directional magnetic Compton profiles of iron, shown at intervals 
of 0.20 a. u. óbtained from data taken at 60 keV on the Daresbury wiggler '. 
line. The solid line represents an APW prediction. Magnetic anisotropy is 
evident in both experiment and theory which disagree significantly for 

the [100) orientation. [Taken from 31 - copyright Nature.] 
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5- SPIN DEPENDENT 
PHOTOABSORPTION 

This review would not be complete 
without some mention of the recent 

absorption studies with circularly polarised 
synchrotron radiation made by Schutz 
et al. at DESY who also use the inclined 
view method [34, 35]. Briefly the photon 
polarisation induces a net electron spin 
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Fig. 7 - Theoretical (upper) difference densities of states Â p / p for the 
unoccupied d-states in gadolinium compared with those deduced from the 
spin-dependent near edge structure measured in photoabsorption experiments 
with circularly polarised synchrotron radiation. [Taken from [34) copyright 

Z. Phys.] 
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polarisation parallel to it and there is then 
a difference transition probability into <mp» 
and «dowrn> final states. The electron 
polarisation is greater for transitions from 
p than s states and therefore although 
the first experiments were performed at 
the K edge of iron subsequent work at 
L2 an L3 edges have shown larger and 
more interesting effects. 

Both XANES and EXAFS can be 
studied and as in the Compton scattering 
work the selection of the spin dependent 
part greatly enhances the physical inter­
pretability of the results . Figure 7 shows 
results obtained at the Gd L arid L edges, 
the theoretical curve, taken from a local 
spin density functional ground state cal­
culation, shows rather poor agreement 
which the authors suggest is due to the 
influence of the polarised core hole. ln 
other materials they have found magnetic 
effects as large as 25 % suggesting that an 
absorption polarimeter for circularly po­
larised X-rays may be feasible. There is no 
doubt that magnetic absorption edge spec­
troscopy can provide profound information 
about ferro or ferri- magnetic systems in 
which both spin orbit coupling· ànd ex­
change splitting are large. 

6 - CONCLUSIONS 

Magnetic photon scattering is not an 
established subject. The theory is not fully 
explored and the experiments have hardly 
started. It will be some time before the 
diffraction experiments complement, let 
alone challenge neutron work, but 'it is 
equally clear that synchrotron based ex­
periments will eventually add a new dimen­
sion to our evergreen studies of magnetism. 
This paper is too br ief to have dane justice 

to all the contributions in the field, but it 
may from a modest starting point for 
further reading. 

I am grateful to the organisers of the 
conference for inviting me to present this 
review. I shc;mld Iike to thank my col­
leagues at Warwick and elsewhere who 
have provided the subject matter for this 
talk and the SERC who have supported 
our endeavours. My understanding of this 
topic owes much to the patient help of 
Stephen Lovesey whose presentation of the 
theory at this meeting should be read in 
conjunction with this experimental survey. 
The data for Table 2 and the geometries 
in Figure 4 were devised by Gerry Lander 
to whom 1 am indebted, together with 
those other authors whose results are 
reproduced with their kind permission in 
Figures 1, 3 and 7. 
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NEW FRONTIERS IN MAGNETIZATION DENSITIES 

J. B. FORSYTH 

Rutherford Appleton Laboratory, Chilton Oxon OXll OQX U K 

ABSTRACT - Experimental studies of magnetization àensities in crystalline solids 
have traditionally been centred on the diffraction of polarized neutrons by a magnetized 
sample. The polarization dependent cross-section provides a sensitive means of deter­
mining magnetic scattering amplitudes and the technique continues to provida the 
majority of the experimental data which has led to more ar less detailed descriptions 
of the wavefunctions of the electrons involved. 

Precise measurement of the magnetic scattering by antiferromagnets is more 
difficult, since it is generally based on polarization-independent integrated intensities 
in which the magnetic contribution becomes very weak at high momentum transfer 
due to the fali off in the magnetic forro factor. Nevertheless, in many cases the 
improved accuracy of modem diffractometry justifies a magnetic model in which the 
orientations and amplitudes of the moments are associated with a more sophisticated 
description of the magnetization than that implied by the use of spherically-symmetric 
form factors based on free-atom wavefunctions. 

Recent magnetization s.tudies using both the above techniques are reviewed. 
The change in polarization of a beam of polarized neutrons on scattering by a magnetic 
crystal may provide a direct measure of both the amplitude and the orientation of the 
magnetic interation vector. The latter information is of importance in describing the 
magnetization density in crystal for which the orientation of the moments is anything 
but trivial. A new method for general polarization analysis is described. 

1 - OPENING REMARKS 

Sagamore conferences are about elec­
trons. This paper is concerned with the 
measurement of the spatial distribution of 
magnetization in crystalline solids and will 
be confined to its determination by neutron 
scattering. ln a companion paper [l], 
Stephen Lovesey draws together the dual 
threads of photon and neutron scattering 
and demonstrates that, contrary to the 
simple ideas presented in most under­
graduate courses, photons also exhibit 
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magnetic scattering and neutrons are 
sensitive to the distribution of charge. The 
scattering potentials for both of these 
processes are very weak, however, and 
their experimental exploitation has only 
recently begun. 

I begin with a short and simple 
discussion of magnetic neutron diffraction 
before illustrating recent progress on the 
experimental front by examples drawn 
from some of the major areas of current 
interest: covalency in inorganic salts, 
ground state determinations in actinide 
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materiais, form factors in heavy fermion 
intermetallics and the magnetization dis­
tribution in a cluster compound. Time and 
space prevent me from mentioning all the 
good 'W"Ork that has appeared in the last 
three years, nor have all the frontiers 
continued to advance - for example, I am 
not aware of any new studies of aligned 
paramagnetism in the elementary metais. 

2 - INTRODUCTION TO MAGNETIC 
NEUTRON DIFFRACTION 

With the exception of the electrostatic 
interaction, elastic scattering cross sections 
in the first Born approximation may be 
written in terms of the Fourier transform 
of the interaction potential, thus: ' 

du/ dn ex: J ir*V(r)exp(ik. r) ir . dr3 

where k denotes the scattering vector. The 
interaction potential for neutron magnetic 
scattering, V(r), is related directly to the 
magnetic flux density, B, in the scatterer 
and through that to the magnetization, 
M(r), defined as the magnetic moment per 
unit volume. 

The vector magnetic structure factor, 
M(k) , can be defined such that 

M(k) = J M(r) exp(ik. r) . dr3 

but, unlike the scattering of X-rays by 
electrons or neutrons by nuclei, the struc­
ture factor for magnetic scattering cannot 
in general be related directly to the square 
root of the observed Bragg scattering after 
suitable correction for the instrumental 
geometry. Only those components of the 
magnetization, or of the magnetic structure 

factor, which lie in the plane perpendicular 
to the scattering vector, k, are effective in 
scattering neutrons and we may define 
this generalized magnetic interaction vec­
tor as: 

Q = k X [M(k) X k] 

The magnetic elastic scattering cross sec­
tion for unpolarized neutrons is 

du/ dn ex: 1 Q(k) J 2 

and it is this quantity (which must be 
measured in the presence of the nuclear 
scattering from a crystal) which contains 
information about the magnetic structure 
and, in more detail , about the spatial 
distribution of its magnetization. 

The magnetization in a crystal may 
arise from the intrinsic magnetic moment 
of the electrons (their spin) or from their 
motion (orbital magnetization). The mag­
netic moments of nuclei are smaller by 
the ratio of the nuclear to the Bohr mag­
neton (me/mn = 1/ 1836) and are dis­
ordered at temperatures above 1 K, giving 
rise to incoherent scattering which will 
not be discussed. ln most materiais, paired 
electrons generate equal and opposite mag­
netic moments so that the net magnetiza­
tion is everywhere zero, but in magnetic 
or magnetized matter some electrons are 
unpaired. ln such cases the magnetization 
due to spin reflects the spatial distribution 
of these electrons, but that due to their 
orbital motion is less simply interpreted. 

Model calculations of magnetic scat­
tering are simplified if the total magnetiza· 
tion is considered as the sum of distribu­
tions from individual atoms or ians. It 
is then useful to define a magnetic from 
factor, f(k), such that: 

f(k) = <J m(r)exp(ik . r) . dr'') / (f m(r) . dr3
) 
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where m(r) is the magnetization associated 
with the atom. The magnetic structure fac­
tor can then be readily expressed in terms 
of these form factors as: 

where the summation is taken over the n 
magnetic centre at distance rn from the 
origin with moment Mn and form fac­
tor fn(k). 

The form factor for magnetization due 
to electrons in a single unfilled shell may 
be written as a sum of radial integrais, 
< j 1 (k) > , in a manner formally equivalent 

1·00 

·80 

·40 

·20 

to the methods used by X-ray crystal­
lographers to express charge densities: 

f(k) = ~ A1 (k) < jz (k) > 

where < j 1 (k) > = f U2(r) L (kr) . dr 

Here, jl (kr) is the spherical Bessel func­
tion of order l and U2 (r) the radial dis­
tribution function of the electrons in the 
open shell. The A1 (k) are coefficients that 
depend both on the direction of the scat­
tering vector, k, and on the magnetic con­
figuration. For spherically symmetric, spin­
-only configurations only A0 is finite. 

1·0 
Sin8/À[A-1J 

1 ·5 

Fig. 1 - The sine / >.. dependence of < j 0> for some magnetic electron shells 
computed from free atom wavefunctions. 
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Figure 1 illustrates the k dependence of 

< j0> for the electron shells of roagnetic 
interest. For the general spin-only case 

with d electrons, A0 , A2 and A. are non­
-zero. An approxiroation to the spherical 
forro factor valid for small k when orbital 
moroent is present is given by the dipole 

a pproxiroa tion : 

f(k) = 2S < Mk) > + 
+ L1 < Mk) > + < h(k) > r 

1·00 

·80 

0·5 

Figure 2 shows the k dependence of the 
three integrals < jo>. < j2> and < j.> 
for 3d electrons in the Fe2 + free ion. The 
X-ray forro factor for FeH , to which all 
the electrons contribute, is also shown; 
the presence of the core electrons roakes 
this forro factor larger than the roagnetic 
one at high k. The absolute magnitudes 
of the spherical forro factors for X-rays 
and for the spin-only roagnetic and 
nuclear scattering of neutrons are 5.18, 
0.60 and 0.951 X 10-12 cm respectively at 
sin8/,.\ :-= 0.25 A- 1 • 

Fig. 2 - The radial integrais < j 0 >, < j 2> and < j 4> for the 3d electrons of 
an Fe2+ free ion. Also shown is the X-ray form factor to which ali 

electrons contribute. 
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3 - SCATTERING OF POLARIZED 
NEUTRONS 

The magnetic scattering cross section 
is the sum of two partial cross sections 
that correspond to scattering with and 
without change of neutron spin direction 
and there can be interference between 
nuclear and magnetic scattering in the 
latter case: 

do/ dn( + + ) ex: ! N(k) + P . Q(k) 1 2 

Here N is the nuclear structure factor 
and P is the neutron polarization vector. 
ln the absence of nuclear polarization, 
only magnetic scattering can change the 
neutron spin direction and the spin flip 
cross section is 

da/ dn( + - ) ex: 1P X Q(k) l2 

The requirement for a Bragg reflection to 
have a polarization dependent cross sec­
tion is that both its nuclear and magnetic 
components should exist and that they 
should not be in phase quadrature. This 
is always true for magnetized ferro­
magnets, ferrimagnets and, most import­
antly, for paramagnets whose moments 
have been aligned by an externa! magnetic 
field. 

Short wavelength monochromatic po­
larized neutron beams for diffractometry 
are typically produced by Bragg reflection 
of unpolarized neutrons from a reactor by 
a magnetized singe crystal. lf N(k) = 
= 1 Q(k) 1 for the reflection, a high degree 
of polarization is obtained. Further experi­
mental details are given in section 3. 

The flipping ratio, R, between the 
intensity of Bragg scattering for neutrons 
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polarized parallel and antiparallel to a 
magnetized sample is 

R = i 1 N(k) l 2 + [N(k)P. Q *(k) + 
+ N*(k)P. Q(k)] + ! Q(k) l 2 r / 
/ i 1 N(k) i 2 - [N(k)P. Q *(k) + 
+ N*(k)P. Q(k)] + 1 Q(k) l 2 r 

ln the case of centrosymmetric crystals, 
both N(k) and Q(k) are real; if in addition 
the polarization is parallel to the magneti­
zation and perpendicular to the scattering 
vector k, the ratio becomes: 

R = i N(k) 2 + 2 [N(k)M(k)] + N(k) 2 r / 
/ i N(k) 2 - 2 [N(k)M(k)] + N(k) 2 ~ = 

= (1 + y) 2 / (1 - y2) 

where y = M(k) / N(k) and Q(k) = M(k) 
The solution to the quadratic equation 
for y assuming perfect beam polarization 
and reversai is: 

y = iR + 1 + \1(4R) (/ (R - 1) 

The choice of root depends on whether 
the M(k) is greater or Iess than N(k) 
and the sign of y depends on whether R 
is greater or less than unity. Thisi means 
that the phase of M(k) is deterrnined 
relative to the phase of N(k). It should 
be noted that y is not well determined 
by R when y is close to unity and, in 
this region, integrated intensity measure­
ments give better accuracy. However, 
integrated intensities are not needed for 
the polarized technique and the counting 
rates in the peak need only be corrected 
for the background rates measured at w 

positions on either side of the reflection. 
ln most cases magnetic scattering is 

much weaker than nuclear scattering and 
1 y 1 is significantly less than one. For 
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small y, the expression for R can be sim­
plified as: 

R = 1 + 4y 

The enhanced sensitivity of the tech­
nique for measurement of weak magnetic 
scattering is easily seen by comparison 
with fraction of the integrated intensity 
due to the magnetic scattering of an 
unpolarized beam: 

.6.1 / 1 = 1 + y 2 

Typically, the peak count rate in a strong 
reflection from a simple crystal some tens 
of cubic millimetres in volume will not 
exceed 104 s - 1

• A 5 % error in y would 
then require two minutes of measurement 
for y = 0.01; three hours for y = 0.001 and 
some 12 days if y = 0.0001. 

4 - STEADY STATE AND PULSED 
NEUTRON SOURCES 

The study of magnetization densities 
rests on single crystal diffractometry. The 
techniques are well developed at con­
ventional steady state reactor sources: 
four-circle diffractometers for integrated 
intensity measurements are equiped with 
two-stage Joule-Thompson coolers which 
can provide an accurately controlled speci­
men temperature down to some 10 K. 
Materiais which order magnetically at even 
lower temperatures require some form of 
liquid helium cryostat or dilution refriger­
ator: these are less manoeuverable so are 
normally mounted about a vertical, ui, axis 
and the detector is mounted on a lifting 
arm, 11, so that data can be collected in 
normal-beam, zero- and higher-layer 
geometry. Neutron wavelengths between 
0.8 and 1.1 A are usually used, but access 

to shorter wavelengths down to some 
0.35 A is desirable to estabhsh extinction 
parameters. Sizeable fluxes of these 
shorter wavelengths from a reactor re­
quires the use of a hot source, such as 
that found at the ILL, Grenoble. Polarized 
beam diffractometers use the latter ge­
ometry with the provision of split-coil super­
conducting magnets to provide the high 
fields for aligning paramagnets as well as 
ferri-and ferromagnets not oriented along 
their easy axis of magnetization. Polarizing 
monochromators are normally Co0.92Fe0.08 

or a Heusler alloy. Flipping is by Larmour 
precession in an RF field, by Mezei coils 
or by Tasset's Meissner-Majorana CRYO­
FLIPPER. The major advantage of the 
latter system is its relative insensitivity 
to stray and possibly varying magnetic 
fields originating from the magnet at the 
sample position. All these devices are 
well described by Williams [2]. A new 
technique for general polarization analysis, 
also due to Tasset, is covered in section 8. 

Single crystal diffractometry is less 
well developed at the pulsed neutron 
sources, ISIS, IPNS, KENS and LANSCE. 
The major difficulty is the need to use 
area position-sensitive detectors, which 
must subtend a large solid angle at the 
specimen in order to compete effectively 
with the data collection rates achieved at 
the best conventional sources. lntegrated 
intensities are obtained using white-beam 
Laue geometry, the integration being over 
wavelength (time-of-flight) rather than 
crystal angle, as in a monochromatic 
incident beam diffractometry. One advan­
tage of this type of source is the abun­
dance of short wavelength neutrons which 
render special provisions for extinction 
unnecessary. The provision of a polarized 
white neutron beam is another technical 
problem which has yet to be completely 
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overcome for wavelengths in the range 
0.3-1.0 A: filters based on selective absorp­
tion by magnetically aligned 14 9 Sm nuclei 
at 12 mK, or on selective scattering by 
aligned protons are both being de­
veloped [2]. It is to be hoped that, by 
SAGAMORE X, pulsed neutron sources 
will have made the sort of major contri-

1· o 
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even if all sources of systematic errar 
could be removed. For this reason, no 
recent addition has been made to our 
knowledge of the forro factors of para­
magnetic elements in an applied externa! 
field, examples of which are shown in 
Figure 3. ln making this sort of measure­
ment, corrections must be made for other 

o 

VANAOIUM bcc 

FREE ATOM 3d3 4s2 

37 % SPIN 

!" r..... 
BROWN ANO !........._, 

FORSYTH '-

SCANOIUM hpc 

FREE ATOM 3d1 4s2 

0 ·2 0 ·6 

Fig. 3 - Form factors for the aligned paramagnetic scattering from some 
first group transition elements. 

bution to the field of magnetization den­
sities that they have already made in other 
areas of neutron science. 

5 - WEAKL Y MAGNETIC SYSTEMS 

We have seen that counting statistics 
alone place limitations on the smallness 
of y that can reasonable be measured, 
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effects which contribut to the polarization 
dependent cross-section such as 

(i) any slight degree of nuclear po­
larization 

(ii) charge scattering by the nuclei 
and all electrons (Schwinger scat­
tering) 

(iii) the diamagnetism of all electrons, 
including those in the core 
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before the data can be interpreted in terms 
of the spatial distribution of the mag­
netization of unpaired electrons. (i) and 
(ii) above are susceptible to measurement, 
but (iii) must be calculated. 

Above ali, extinction remains the se­
verest source of error in most neutron 

t 

5.1 - Magnetic Form Factors in Heavy 

Fermion Materiais 

Heavy fermion superconductors such 
as UBe1a , UPt3 , CeCu2Si2 and CeCutl have 
magnetic susceptibilities which exhibit 
local-moment behaviour at high tempera-

ex ti nction f ree 

(N+M)0 

( N-M)
0 

o N 

Fig. 4 - The effect of extinction on an observed flipping 
ratio in a polarized beam experiment, showing that even 
the ratios close to unity are affected due to the change 
in the slope of observed, F0 , to calculated structure 

factor, F e , when extinction is present. 

diffraction measurements and this remains 
true for the polarized beam method, even 
when the magnetic contribution to the 
reflection is small. This is because the 
slope of the curve relating the observed 
structure factor to its true value is no 
longer constant (see Figure 4). 

tures but approach large finite values at 
low temperature. The properties of these 
systems are typical of intermetallics with 
localized f electrons at high temperatures 
but, at low temperatures, are characteristic 
of a highly correlated electronic Fermi liquid. 
Stassis and cowo~kers [3-5] have measured 
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the induced magnetic form factors in a num­
ber of these materials at temperatures 
characteristic of the different electronic re­
gimes to see if any changes are observable. 

ln CeCu6 , which does not exhibit super­
conductivity down to 10 mK, measure­
ments [3] were made at 4.2 K and 92 mK, 
spanning the temperature of 0.5 K below 
which the material behaves as a Kondo 

'/ . 

E 1·6 -- .. {~ 
""" --J ,, I 
í' T=92mK ...... ', ... J $2 1'2 

L.J 

IJ.. 
CeCu 6 o·a 

.... 

H= 50k0e (// b-oxis) 

0 •4 

Similar conclusions were reached in 
the studies of UBe13 [4], UPt3 [4] and 
CeCu2Si2 [4, 5]. The latter material be­
comes superconducting below 1 K, but the 
form factor was measured at 4.2 K, in the 
region of high electronic specific heat. ln 
this case, however, the measured form 
factor agreed well with the induced mag­
netization derived from susceptibility. 

2·0 

! 0 ·8 

0·4 
.... .... .... 

~' ... J ....... 1 o·o 
...... ... 

o ·o~~~~~~~~~~~~~~~~ 

O·O 0 ·2 0'4 0 •6 
sin 8/À [A - 1] 

Fig. 5 - The aligned paramagnetic scattering in CeCu6 

at 4.2 K and 92 mK [3). 

lattice. Figure 5 shows the results which, 
at both temperatures, agree quite well 
with the ionic Ce3+ free atom form factor 
and the bulk susceptibility. Thus the 
generalized susceptibility X(k) is Pauli-like 
in this temperature region and the authors 
conclude that the suggested transition to 
the Kondo lattice regime does not affect 
the induced magnetization. The difference 
between the form factor extrapolated to 
zero momentum transfer and the value 
of XH is atributed to s or p contributions 
to the induced magnetization. 
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5.2 - Magnetization in the Cluster 
Compound Nb6I11 

Transition metal cluster compounds 
have been the subject of considerable 
interest over the last two decades. They 
are characterised by clusters of metal 
atoms with distances between them close 
to that found in the pure metals, the 
clusters being linked together through 
non-metal atoms by predominantly cova­
lent bonds. Nbol11 is one such cluster 
compound which is of particular interest 
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because of its magnetic properties: the 
temperature dependence of the inverse 
susceptibility (Figure 6) shows four dif­
ferent regions. ln regions II and IV the 
susceptibility follows Curie-Weiss laws 
with effective moments indicating a low­
-temperature doublet state (S = 1í 2) in 
region II and a high-temperature quartet 

......, 
rt) 

1 
E 
(.) 

o 

4 00 

~ 200 
í 

>< 

connected by six additional bridging iodine 
atoms. The occurence of the Nbols cluster 
is rather surprising since only 19 electrons 
are available for 12 metal-metal bonding 
orbitais and the odd number of electrons 
is the source of the paramagnetism. 
Figure 7 shows the geometry of the Nb 
octahedron in the low and high tempera-

200 4 00 
T C K J 

Fig. 6 - The inverse susceptibility of the cluster com­
pound Nb 0I1 1 as a function of temperature. Regions II 
and IV show Curie-Weiss behaviour corresponding to 

S = 1/2 and S = 3/ 2, respectively. 

sta te (S = 3Í2) in the region IV. At 274 K 
the compound undergoes a structural phase 
t ransition in which the symmetry drops 
from Pccn to P21cn. 

The structures of both the high and 
low temperature phases are characterised 
by units of six Nb atoms arranged as a 
distorted octahedron surrounded by eight 
iodine atoms in a distorted cube, one over 
each face of the octahedron: the units are 

ture phases; the symmetry debasement in 
the former leads to an acentric arrange­
ment. 

Nohl and Andersen [6] have made a 
molecular orbital calculation which ident­
ifies the lowest unoccupied and the highest 
occupied one-electron levels amongst the 
five bonding d states of highest energy 
as a function of the distortion of the 
octahedron which takes place as the 
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temperature is lowered. At 298 K, the 
range of Nb-Nb distances is small (Fig­
ure 7) and the calculations show that the 
upper four bonding d states are close to 
one another in energy, and the cor­
responding electron density is evenly 
distributed over the octahedron. At 110 K 
the range of metal-metal distances is 
greater and the MO model suggests that 
the states associated with the two shortest 
bonds (2-3A and lA-3) lie lowest in 
energy and are doubly occupied; the next 

(a) 1 

1A 

rely on the sensitivity of the polarized 
beam technique, since the largest value to 
be expected for 1 y J is - 0.005. However 
Brown, Ziebeck, Simon and Sagebarth [7] 
were able to obtain sufficient accuracy in 
y for 15 reflections at both 40 and 285 K 
to enable them to assign moments to each 
Nb site which could then be compared 
with the predictions of the MO model. 

For the low temperature phase, a least 
squares fit suggests that the majority of 
the moment is associated with the Nb(l) 

( b) 1 

1 

Fig. 7 -The Nb6I octahedron in Nb6I11 at (a) llO K, where it is centro­
symmetric and (b) at 298 K [7]. The interatomic distances a re given in pm. 

lowest state associated with the l -2A bond 
is singly occupied and the remainder are 
empty. 

The consequences of this MO model 
for the spin density distribution are quite 
dramatic. ln the high temperature phase 
the spin density should be shared evenly 
amongst the niobium atoms, whereas in 
the low temperature phase the spin should 
be confined to just two of the six Nb 
atoms. A neutron diffraction experiment 
to locate the aligned paramagnetism must 
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site, which was predicted to form the 
polarized bond with Nb(2). The latter 
atom also has significant moment, but the 
experiment shows that there may in addi­
tion be some moment on other neighbours 
of Nb(l), such as Nb(3A) and this may in 
turn indicate that the energy associated 
with the Nb(l)-Nb(3) bond is sufficiently 
close to that of Nb(l)-Nb(2) so that the 
higher state is still partially occupied at 
40 K. ln the high temperature phase, the 
observations indicate that most of the 
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moment is associated with the pair of 
Nb(2) atoms. The authors [7] argue that 
this may be understood if the lowest lying 
states are still associated with the shortest 
bonds, even at 285 K, and the higher 
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Fig. 8 - The moment distributions found 
in Nb6I11 at (a) 40 K and (b) 285 K [7]. 
The solid contours are drawn in the plane 
of Nb atoms IA, 2A and 3; the dashed 
contours are in the parallel plane through 
Nb(2). ln (a) the contours are at equal 
intervals of 5 X IQ - 4 IAB A-a and in (b) 

the interval is halved. 

energy ones with the long bonds. Since the 
two longest and the two shortest bonds 
are between Nb(l) and Nb(3), the inter­
mediate bonds which should be singly 
occupied all involve Nb(2). Figure 8 illus­
trates the moment distribution obtained 
using the best fit models. 

This study of Nba111 demonstrates the 
application of polarized neutron diffrac­
tometry to provide a critica! test of chemi­
cal modelling which will hopefully lead to 
refinements in the model and further 
experiments on other cluster compounds. 

6 - COV ALENCY IN TRANSITION 
METAL COMPOUNDS 

The polarized beam technique continues 
to provide the valuable information on 
covalency which modifies the spatial dis­
tribution of magnetization from that to be 
expected in purely ionic salts. The effects 
are more pronounced in transition metal 
and actinide rather than rare earth com­
pounds, since the magnetic electrons in 
the first two take part more fully in the 
bonding. Many salts of interest remain 
paramagnetic to liquid helium temperature 
and a high degree of paramagnetic align­
ment may be obtained by the application 
of a magnetic field of some 5 T produced 
by a split coil superconducting magnet. 
The measurements then proceed as if the 
sample were ferromagnetic, the magnetic 
structure factor of every reflection being 
accessible at least in principie. ln practice, 
structures of chemical interest are rela­
tively complex and their weaker nuclear 
structure factors uncertain, even when a 
companion low temperature neutron struc­
ture refinement has been completed. This 
fact, coupled with the greater sensitivity 
of weak reflections to the effects of 
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multiple scattering and the difficulty in 
obtaining good statistical accuracy, ren­
ders them unsuitable for inclusion in an 
accurate study. The availability of experi­
mental beam time places a further con­
straint on the number of magnetic structure 
factors which may be measured and, hence, 
on the use of Fourier methods in their 
analysis. 

More magnetically concentrated salts 
usually become antiferromagnetic at rela­
tively high temperatures and have small 
susceptibilities in the paramagnetic region. 
ln some cases the antiferromagnetic struc­
ture has the sarne unit cell as the chemical 
structure and a symmetry which allows 
interference between magnetic and nuclear 
scattering in certain reflections. Polar­
ization-dependent intensities may then be 
measured if one magnetic domain pre­
domina tes in the single crystal. This effect 
was first demonstrated in a study of 
MnF2 [8] and measurements on FeF2, which 
is isostructural both chemically and mag­
netically, have just been reported [9]. ln 
this structure, certain reflections are en­
tirely magnetic and their structure factors 
must therefore be measured by classical 
integrated intensity methods. 

ln the majority of instances, long-range 
antiferromagnetic order is described by a 
propagation vector which has one or more 
fractional components or is incommen­
surate. The magnetic reflections are then 
completely separated from the nuclear 
and the polarized beam flipping ratio 
technique cannot be applied. 

6.1 - First Group Transition Metal(II) 
Hexaaquacationic Compounds 

An illustration of recent polarized beam 
studies of covalency in transition metal 
compounds is provided by the results ob-
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tained by Figgis and coworkers [10, 11, 12] 
for a series of Tutton salts. The materials 
contained the [M(II)(H20) 6]2+ complex in 
the ammonium salt (NH.) 2M(S0.) 2. 6H20 
and crystallize in space group P2if a, Z = 2 
with a = 9, b = 12 and c = 6 A, {3 = 107°. 
ln !>orne cases, deuterated crystals were 
used to reduce the background from the 
hydrogen incoherent scattering. The M(II) 
ion is located at (000) and C.Yi.Yi O) so 
that reflections with h + k odd contain no 
contribution from moment which is cen­
trosymmetic and centred on these posi­
tions. The fact that small but measurable 
flipping ratios are observed provides direct 
evidence that the moment distribution of 
the free ion is perturbed in the solid and 
that some spin delocalization occurs . 

Results are now available for V(II), 
V(II) 0.45(Zn) 0.55, Mn(II) and Ni(II): the 
measurements on Fe(II) are being ana­
lysed. The measurements were carried out 
on the D3 diffractometer at the ILL in a 
field of 4.6 T and at temperatures in the 
range 2-4.2 K. Ali data have recently been 
reanalysed [12] using the sarne nine pa­
rameter model to describe the magnetic 
density: 

(a) 3d, 4s and '4d' orbitais on the 
transition metal ion 

(b) (sp2
) hybrid orbitais on oxygen 

(3 parameters) 
(e) a Is orbital on H or D atoms 
(d) a Gaussian function to represent 

the M-0 overlap density 
(e) the possibility of radial expansion 

of the 3d form factor 

The most recent results are for V(II) , 
which is nominally ·spin-only 3d3 occupying 
the octahedral t2g states. Here the ex­
periment finds: 
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together with a substantial difuse 4d-t2g 
like population and a relatively large spin 
population on H (D). There is evidence 
for 7r covalence in the plane of the water 

molecule, with spin donation from 3d-t2g 

into diffuse metal and 0-D(H) bond re­
gions . Negative spin elsewhere in the (J 

09 

f 
w O·S 

0 ·6 
ID 

::1.. 
L..J 

LL 

::1.. 
0'4 

0 ·2 

' 

configurations and the covalence in all 
cases is small, but measurable: 

(i) V(II) and Mn(II) have 3d t2g 

populations and substantial in­
-plane 7r spin delocalisation lead­
ing to spin transfer to diffuse 
metal and 0-D orbitals 
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Fig. 9 - The magnetic amplitudes in PuSb compared to the 
forro factor computed for the r 8 crystal field state [15]. Open 
circles correspond to reflections in the plane perpendicular 
to the [001] moment direction. Solid points are reflections 
lying out of this plane. The bulk magnetization is indicated 

by the arrow. 

framework suggests that there is appreci­
able spin polarization and hence electron 
correlation. 

Most importantly, the comparison with 
the previous studies on Mn(II) and Ni(II) 
show a consistent qualitative picture in 
accord with the varying 3d-t2g and -eg 

(ii) Ni(II) and Mn(II) have 3d eg 
populations, but <I transfer of 
spin in an antibonding orbital. 
The occupation of diffuse metal 
and O lone-pairs is less. 

(iii) for all ions, the out-of-plane 7r 

interaction is negligible. 
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6.2 -An Actinide Salt 

Similar techniques to those described in 
5.1 above have been used to study the 
distribution of bonding in UC14 [13] and 
this is referred to in more detail in this 
Volume by Lander [14]. Sufficient to say 
that, although no transferred spin density 
is found on the Cl sites, the observations 
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systems involving 5f and 6d electrons and 
its positive outcome encourages further 
experimentation. 

7-ACTINIDE INTERMETALLICS 

Light actinide (U, Np and Pu) inter­
metallic compounds provide many inter-

OA 0·6 0·8 
[ o -1] sin 8/X. A 

Fig. 10 - The k dependence of the iron form factor in 
PuFe2 compared to that found in the element (solid 

curve) [16). 

can be qualitatively accounted for by elec­
tron transfer from the uranium 5f orbital 
to the 6d antibonding orbital formed 
through the covalent interaction between 
the U 6d and the Cl p states. This is the 
first direct observation of covalency in 
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esting examples in which long range arder 
is established between localised 5f electron 
moments. The last three years have seen an 
expansion in the number of studies devoted 
to these materiais and 1 have chosen to 
illustrate this section of my review with 
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some of the results obtained by Lander 
and co- workers on the plutonium com­
pounds PuSb [15], PuFe2 [16] and PuTe [17]. 
The first two of these are ferromagnets 
below 67 and 564 K, respectively, so 
polarised beam flipping ratio measurements 
could be made to determine the moments 
and form factors of the magnetic con­
stituents. 
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form factor computed for the r 8 crystal 
field state in intermediate coupling with 
the spin-orbit parameter ~ = 2241 cm- 1 , 

in which the k dependence of the scat­
tering amplitude can be expressed as: 

,µ.f(k) = !fL [ < jo(k) + 
+ (C2 + AC2sin2<I>) < jlk) > + 

+ c4 < jlk) >J 1.1 

OA 0 ·6 0·8 

[ o -1] sin 6/>.. A 

Fig. 11 - The plutonium magnetic scattering in PuFe2 • 

The best fit curve (solid) requires a C2 value of 6.0 
(see text) [16]. The dashed curve corresponds to the 

value of e.?. = 3.8 found in PuSb. 

Pua+ is nominally 5f5 in which there is 
strong cancellation of the L and S com­
ponents of moment in the J = 5/ 2 ground 
state manifold. The cahcellation leads to 
small g-factors, small magnetic moments 
and unusual form factors with maxima at 
sine/t\ > O. Figure 9 shows the magnetic 
amplitudes in PuSb [15] compared to the 

here <I> is the azimuthal angle of the 
scattering vector out of the plane per­

pendicular to the magnetization and 

C2 = (2 - g) / g, where g is the Landé split­

ting factor. ln Figure 9 the dashed curve 

corresponds to values of C2 = 3 .80(7), 

6.C2 = 1.30(15) and µ. = 0.745(20)µ.B. 
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ln PuFe2 , which has the cubic Laves 
phase structure, the moment values are 
found [16] to be : 

,U.pu = 0.45(5) ,U.F e = 1.47 p.B 

Figure 10 shows that the k dependence 
of the iron form factor is the sarne as that 

crystal field level within the J = 5/ 2 
manifold can predict so large a value for 
C2 and the J = 7 / 2 excited state is at too 
high an energy to produce mixing. The 
authors conclude that the explanation 
may lie in the hybridization of the Pu 5f 
wavefunctions with the 3d functions on Fe, 
leading to a reduction in the orbital mo­
ment of the Pu. 

Fig. 12 - The crystal structure of CuO showing the square-planar coordination 
of Cu by O. 

for the element, if the latter is normalised 
to 1.73 µ. B. Figure 11 shows that the plu­
tonium scattering, which is again a maxi­
mum away from sine/.\ = O, does not, 
however, correspond to that found in PuSb. 
The best fit curve shown as solid in 
Figure 11 requires the unrealistically high 
value of 6.0 for C2 in equation 7.1. No 
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The third plutonium compound, PuTe, 
is a paramagnet whose form factor [17] 
corresponds quite closely to an L = O, 
spin-only (C2 = O) situation. ln this case, 
the authors suggest that it is preferable 
to consider PuTe as a band system, rather 
like an actinide metal, in which the orbital 
moment is almost entirely quenched. 
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Further discussion of the degree of 
magnetic moment localization in these 
plutonium compounds is contained in a 
recent paper [18] and forms part of a 
poster at this conference [19]. 

8 - AN UNPOLARIZED BEAM STUDY 

Copper oxide provides a topical example 
of a magnetic structure determination 
from unpolarized beam data which has, 
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Fig. 13 - CuO [010] Fourier projections of (a) the observed 
magnetization and (b) the difference density after subtraction 
of the best fit spherical density on Cu [20]. The positions 
of the Cu atoms are marked by open squares and those of 
the oxygens by open triangles. Positive density contours are 

solid and negative ones are dashed. 
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nevertheless, allowed some conclusions to 
be drawn about the orbital occupation of 
the Cu2+ ions, which have square-planar 
coordination in the monoclinic structure 
as shown in Figure 12. The antiferromag­
netic propagation vector is (Yz O - Yz) at 
temperatures below the incommensurate­
-commensurate phase transition at 213 K. 
Although the Cu moment is low, 0.65(3) µ.B 
parallel to [010], the single crystal inte­
grated magnetic intensities were sufficient 
to show that there is significant aspherical 
magnetization density [20]. This was 

X 

hole in a dx'-Y' orbital pointing towards 
the ligands (z is perpendicular to the plane 
of the orbitais). Two further parameters 
were needed to define the total mag­
netization: 

(a) a Y00 2p term to describe 0.14(4) 
µ. B on the oxygen atoms directed 
parallel to the majority spin on 
its Cu neighbours 

(b) a 9 % radial expansion of the 
Cu2+ free ion form factor. 
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Fig. 14- [010] Fourier projection of the aspherical magnetiza­
tion density calculated for the multipole model of CuO [20]. 

The conventions are the sarne as for Figure 13. 

modelled by a multipole expansion which 
was limited to the terms in Y00 , Y,0 and 
Y 22 , since the data did not extend far 
enough in k to define fourth order terms. 
The multipole coefficients are consistent 
with equal occupation of dx'-Y' and dxz 
orbitais which is perhaps surprising, since 
the accepted model for Cu2+ in an 
orthorhombic environment is one in which 
the Eg hole states are lower with a single 
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The latter figure is comparable with 
the 7 % expansion found in CuCl 2. 2D20 
[21]. Figure 13 shows (a) the [010] Fourier 
projections of the observed magnetization 
and (b) the difference density from a 
spherical moment distribution solely on 
the Cu ions. Figure 13(b) is very similar 
to Figure 14 which shows the aspherical 
contributions calculated from the best fit 
multipole model. 
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9 - GENERAL POLARIZATION 
ANALYSIS 

Magnetic structure determination from 
intensity data which average over the 
initial and final neutron polarization states 
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must appeal to the agreement between 
observed and calculated intensities to de­
fine the directions of the moments within 
the magnetic unit cell. However, neutron 
polarization is always retained in any 
single scattering process and its direction 
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Fig. 15 - Schematic plan, in the horizontal plane of scattering, of the 
CRYOPAD apparatus for general polarization analysis [25]. 
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is rotated by any components of mag­
netization in the scatter which are not 
parallel to its initial direction. The theory 
has been fully developed by Blume [22] . 
Ideally, all three components of both the 
initial and final neutron polarization should 
be defined in a complete polarization 
analysis experiment which can provide 
direct information about the orientation, 
as well as the magnitude, of atomic 
moments. Until quite recently, general 
polarization analys has only been rou­
tinely applied in transmission studies of 
domain structure and kinetics [23]; in 
most scattering experiments only a single 
component of the scattered polarization 
has been analyzed as in the experi­
mental arrangement of Moon, Riste and 
Koehler [24]. 

Figure 15 illustrates the major features 
of a new <levice due to Tasset [25]; the 
CROPAD allows complete control over the 
direction of the initial neutron polarization 
and enables all components of the final 
polarization to be determined. It makes 
use of an inner and an outer, coaxial, 
Meissner screen (IMS and OMS, respect­
ively) in the form of long vertical test 
tubes. The plane of scattering is then 
divided radially into three regions: the 
central region (CR), an annular inter­
mediate region (IR) and the outer region 
(OR). Both screens are cooled below their 
superconducting transition temperature in 
a zero-field region. The specimen is 
mounted on the axis of the screens in a 
variable temperature insert constructed 
entirely of non-magnetic materiais. 

The incident and scattered neutron 
beams pass through adiabatic spin-field 
r.otators (ASFR) which are outside the 
cryostat. These control the angle of the 
magnetic guide field e to the vertical in the 
plane perpendicular to the neutron flight 
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path: a polarized beam entering the first 
ASFR leaves it with its polarization set 
at this nutation angle. The annular space 
between the OMS and the IMS houses two 
vertical superconducting solenoids. The 
incident and scattered neutron beams each 
pass diametrically through one of the 
solenoids: the solenoid current can then be 
adjusted so that the neutron polarization 
precesses by an angle <P at a constant 
nutation angle e about the vertical axis 
of the coil. 

The CRYOPAD has already been used 
to determine the absolute magnetic con­
figuration of the magnetic moments in 
Cr20~ [25] and initial estimates suggest 
that it is capable of determining the direc­
tion of initial and final polarizations to a 
precision of some 1 º. It is likely to prove 
invaluable in the precise determination of 
non-collinear magnetization densities . 
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THE COMPANIONSHIP OF NEUTRON AND PHOTON MAGNETIC 
SCATTERING IN CONDENSED MATTER RESEARCH 

STEPHEN W. LOVESEY 

R u ther ford Appl eton L aboratory. Oxfordshire, UK 

ABSTRACT - The application of magnetic neutron scattering began in earnest 
in the 50's with numerous diffraction studies. Inelastic studies were much more 
demanding in view of the modest neutron flux available in reactor beams. At about 
the sarne time, the theoretical physicists Gell-Mann, Goldberger and Low verified that 
in photon scattering from electrons there is a spin-dependent, relativistic correction 
to the Thomson (charge) amplitude. The exploitation of this weak addition to charge 
scattering was hampered by the relatively low photon flux from laboratory X-ray 
sources. But some years later, de Bergevin and Brune! used such a source for 
magnetic photon scattering experiments. The advent of synchrotron sources opens 
the way for magnetic photon diffraction experiments on a routine basis, although 
inelastic magnetic scattering remains a challenge. 

ln view of continuing developments at synchrotron sources, and the proposed 
construction of advanced sources, it is timely to compare and contrast the basic 
ingredients of magnetic neutron and photon scattering processes. The paper surveys 
the two processes, using a common language. Cross sections for diffraction of 
photons by magnetic materiais are discussed, together with polarisation induced inter­
ference terms. An expression for the photon amplitude that includes inelastic and 
resonance processes is provided. This provides a basis for a discussion of X-ray 
resonance exchange scattering. 

Invited Talk presented at Sagamore IX, Portugal (1988) . 

1-PROLOGUE 

Magnetic photon scattering is a bur­
geoning topic in condensed matter research 
fuelled by the development of synchrotron 
radiation sources and instrumentation. The 
recent spate of work began in 1985. Prior 
to this date, de Bergevin and Brunel 
reported seminal studies which used lab­
oratory X-ray and synchrotron sources (ref­
erences are contained in their review [l]). 
Their work was inspired by theoretical 
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studies dating back to 1954; the reader is 
referred to [2] for a complete exposition 
of the relevant quantum electrodynamics. 

By contrast, magnetic neutron scat­
tering is firmly established. Magnetic dif­
fraction and spectroscopic studies are 
made routinely with reactor and advanced 
spallation neutron sources. 

Magnetic neutron and photon scattering 
processes engage the sarne atomic quan­
tities, namely the spin and current (orbital) 
densities [l , 3-6]. An aim of this paper is 
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to express the theory for the interpre­
tation of magnetic neutron and photon 
scattering in a common language. We 
will draw on the theoretical framework 
established for neutron scattering [6]. For 
completeness, we include also a brief dis­
cussion of electrostatic interactions in 
neutron scattering. 

Very recently, theoretical and experi­
mental work on X-ray resonance exchange 
scattering has been reported [7, 8, 15]. We 
will be chiefly concerned here with mag­
netic photon diffraction, with relatively 
few comments about inelastic and reson­
ance processes. However, the appropriate 
scattering amplitude, and its reduction to 
the form which describes diffraction ex­
periments, is provided in an appendix. 

Neutrons are weakly scattered by bulk 
samples. The scattering occurs chiefly 
through interactions with nuclei and 
unpaired electrons. ln the case of neutron­
-electron scattering, the dominant (mag­
netic) process has an amplitude which is 
comparable to that observed for the 
nuclear process, i. e. of arder 10- 12 cm. 
The neutron scattering technique is there­
fore a gentle probe of matter that provides 
information, on an atomic scale, on nuclear 
and electronic properties. A limitation on 
its usefulness is the weakness of neutron 
beams available from reactor and spallation 
sources; an intensity on the target sample 
of 109 neutrons/ cm2 sec is about the best 
that can be achieved today. 

The photon interaction with matter, 
described by quantum electrodynamics, is 
dominated by electron charge coupling. 
Scattering experiments, which often in­
volve non-linear effects, provide a wealth 
of electronic information including, of 
course, surface properties. Magnetic pho­
ton scattering is a relativistic effect, and 
smaller than charge (Thomson) scattering 

by a factor eq_ual to the ratio of the incident 
photon energy to the electron rest mass 
(511 keV). The theory of magnetic photon 
scattering discussed in this paper is based 
on a perturbative calculation of the photon 
amplitude, reviewed in an appendix, which 
is valid when this ratio is much less 
than unity. 

Synchrotron sources provide intense 
photon beams, e. g. a factor 1 Oª improve­
ment on rotating anode sources. The new 
facilities under construction at Argonne 
National Laboratory and ESRF, Grenoble, 
will provide beams with intensities better 
by a further two or more orders of mag­
nitude. ln the context of neutron scat­
tering, such an increase in intensity would 
totally revolutionise the utility of the 
technique in condensed matter and ma­
teriais research. 

To help orientate subsequent dis­
cussions we recall now the Thomson cross 
section for scattering from an electron. 
The formula can be deduced from a clas­
sical picture, in which light radiated by a 
forced harmonic oscillator corresponds to 
elastic scattering of incident radiation, or 
the extreme non-relativistic limit of the 
Klein-Nishina formula [2]. Let e be the 
angle through which light is scattered, and 
denote the classical electron radius by 
re = 0.282 10- 12 cm. With this notation, 
the formula for Thomson scattering from 
an electron into an element of solid angle 
dn is, 

da 

dn 

1 
- r 2 (1 + cos2e ) . 2 e 

Natural units for magnetic neutron 
and photon diffraction amplitudes are 
r

0 
= yrc and gre , respectively, where 

y = - 1.91 is the neutron gyromagnetic 
ratio and g is the ratio of the incident 
photon energy to the electron rest mass. 
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2 - PHOTON SCATTERING 
AMPLITUDE 

We record the amplitude for charge 
and magnetic photon scattering. The mag­
netic contribution is derived as a pertur­
bation to the charge process, and hence g 
is assumed to be much less than unity. 
The reader is referred to [9, 10] for a 
convincing derivation of the result pre­
sented below. Because the derivation is 
quite complicated, at least at first sight, 
we abstract key parts in an appendix. 

First, let us define some notation. The 
incident photon wave vector and frequency 
are denoted by q and w, respectively. 
A prime is used to label the quantities for 
a secondary photon and k = q - q'. The 
dimensionless parameter g = fi w/mec2

• 

The microscopic electron densities that 
occur in the photon amplitude are those 
for charge, spin and current. Let R, s 

and p denote the position, spin and 
momentum operators for an electron. It is 
the spatial Fourier transforms of the den­
sities that actually enter the photon 
amplitude. Using the definitions, 

n(k) = ~ exp(ik . Rj), 
J 

and 

L(k) = (2/ i tz k 2
) X 

X "'.>. exp(ik . Rj) (k X pJ) , 
J 

(2.1) 

(2.2) 

(2.3) 

the photon amplitude for diffraction is 
[9, 10] 

re ~ n(k) e' . e - ig[S(k) . B -

- 2 sin2 ( I_ e )L(k) . AH- (2.4) 
2 

Here, the first term is the Thomson con­
tribution and the second, prefaced by the 
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small parameter g, is the magnetic ampli­
tude. The quantities A and B depend on 
the photon polarisations in the initial and 
secondary states, e and e' respectively, 
and explicit formulae are provided in an 
appendix, together with results appropriate 
for inelastic magnetic scattering. 

If the Fourier transforms of the micro­
scopic densities are purely real, the 
cross section, proportional to the absolute 
square of (2.4), is the sum of the squares 
of the charge and magnetic amplitudes. 
The magnetic contribution, being of order 
g2

, is a small correction to the charge 
scattering. It has been observed in ma­
teriais with magnetic superlattice structures 
(antiferromagnets and spiral phases) for 
which charge and magnetic Bragg peaks are 
quite separate in reciprocai space [1, 14]. 

The charge density n(k) will be a com­
plex quantity for a non-centrosymmetric 
crystal structure, as will spin and current 
densities. Anomalous scattering also 
makes n(k) camplex, so even for a centro­
symmetric structure there can be an inter­
ference between charge and magnetic 
scattering. If we write n = n' + in" the 
cross section is [l, 4] 

~ = (~) + 
dn dn T 

+ r! (- g) n"iS(k) (1 + cose ) + 

+ L(k)cose (l - cose ) r. (q X q'), (2.5) 

in which q and q' are unit vectors, and 

( du ) 1 
- = - r2 

J n(k) 1 
2 (1 + cos 2e ) 

dü T 2 e ' 

(2.6) 

is Thomson's formula for an atom. The 
interference term is not only linear in g, 
but it can be manipulated with an external 
field to generate difference data. ln con­
sequence, such an interference term pro-
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vides data for the magnetic amplitude 
together with its sign [1]. Alternatively, 
the polarisation of incident and secondary 
photon beams can be used to discriminate 
magnetic from charge scattering. This 
topic is the subject of the next section. 

W e conclude this section by providing 
the cross section for the scattering of 
unpolarised photons. From (2.4) it can be 
shown that, for real charge, spin and 
current densities, the diffraction cross­
-section is, 

d<T ( d <T ) 
da = da T + 

+ (gresin2 + e ) 2 [iS(k) . (q - q') ~2 + 

+ i(S(k) + L(k)). (q + q')~2 + 
+ ih. L(k)sine (2 + ih. [L(k)sine + 

+ 2S(k)cot __!___ e ] (2
], (2.7) 

2 

where h = - (q X q') / q2sine is a unit vec­
tor perpendicular to the plane of scattering. 
The magnetic contribution in (2.7) is of 
arder g2, as expected. It is proportional to 
sin4 (8/2), and hence decreases rapidly with 
decreasing scattering vector k. The spin 
contribution in (2.5) is proportional to 
sine near the forward direction, and hence 
decreases more slowly than the cor­
responding term in (2. 7). The densities 
S(k) and L(k), evaluated for _magnetic 
ions, vanish in the limit k ~ oo . We 
conclude that the magnetic contribution to 
the diffraction cross section is significant 
over a limited range of k. Finally, note 
that magnetic scattering in (2.7) occurs 
both in and perpendicular to the plane of 
scattering. The polarisation induced inter­
ference, considered in the next section, 
vanishes if the spin and current densities 
are aligned perpendicular to the plane. 

3 -PHOTON POLARISATION EFFECTS 

Formalisms for handling polarisation 
effects in scattering experiments are well 
documented [2, 11] and the applications 
to neutron and photon experiments have 
recently been reviewed [4, 6]. ln view of 
this situation, we will simply exhibit the 
results of immediate interest. 

A circular polarisation in the incident 
photon beam creates an interference 
between the charge and magnetic ampli­
tudes, which is in general finite at Bragg 
positions common to the chemical and 
magnetic reciprocai lattices, e. g. ferro­
magnets. Reversing or switching on and 
off the polarisation then affords a very 
convenient method of extracting the mag­
netic amplitude. Moreover, the secondary 
polarisations fo r charge and magnetic 
scattering are different, so this parameter 
provides a handle for discrimination. When 
coincident charge and magnetic Bragg 
reflections are analysed, as in the present 
and anomalous scattering cases, it is 
advantageous to select peaks for which 
the charge structure factor is small , since 
then the relative effect of the magnetic 
contribution is optimised. 

Let P2 be the Stokes parameter for 
circular polarisat ion; the probability of 
right-hand polarisation is (1 + P2) / 2, and 
that for left-hand polarisation is (1 - P2) / 2. 
The diffraction cross-section derived from 
(2.4) is , 

+ (- g)r~ P" n(k) (1 - cose ) X 

x [S(k) . (q cose + q') + 
1 ~, . + cos2( - e )L(k) . (q -+ q)]. (3 .1) 
2 

Here, it is assumed that only circular 
polarisation is present in the incident beam, 
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and the magnetic term of order g2 is 
omitted on the grounds that it is negli­
gible compared to the interference term, 
given g << 1. 

1. o 

To be specific , consider a geometry in 
which the spin and current densities are 
aligned together in the plane of scattering, 
and make an angle f3 with q. ln this 

<~o+ j2.) 

AMPLiTUDE ,. -~ ">// ~ '----
O. 1.0 

Fig. 1 -The quantity defined in (3.6) is p!otted for 10 keV 
photons. Radial integrais are appropriate for Prs+ , and values 
of n(k) / 56 are used, i. e. the X-ray forro factor is normalized 
to unity. The radial integrais < j 0 > and < j 0 > + < j 2 >, which 
occur in the dipole approximation for spin and current densities, 

are included for completeness. 

occur in the dipole approximation for spin and current densities, 
are included for completeness. 

occur in the dipole approximation for spin and current densities, 
are included for completeness. 

occur in the dipole approximation for spin and current densities, 
are included for completeness. 

occur in the dipole approximation for spin and current densities, 
are included for completeness. 

occur in the dipole approximation for spin and current densities, 
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This vanishes in the forward direction and 
for large scattering vectors . A study of 
(3.3) at angles e , f3 for which (3.2) is zero 
shows that an orbital-only scattering ex­
pcriment is entirely feasible, although 
L(k) will be observed over just a small 
range of k values, as illustrated in 
Figure 1. 

It is useful to examine the form of the 
interference term in (3.1) obtained when 
the dipole approximation is employed for 
S(k) and L(k), which is a reasonable 
approach to take for modest values of k. 
Applied to the case of an ion with total 
angular momentum J the dipole approxi­
mation gives the estimates [6] 

S(k) + L(k) =: i < jo(k) > + 

+ (2 - go) < Mk) > r J, 

in which g0 is the Landé factor, and 

(3.4) 

< jn(k) > = J dr r 2 fZ(r) jn(kr) , (3.5) 

where f(r) is the radial wave function 
and jn is a spherical Bessel function of 
order n. Note that the magnetic amplitude 
is not proportional to the magnetic mo­
ment of the ion (g0J / 2) in the limit of 
small k, which is another distinction in 
magnetic neutron and photon scattering. 

If we use the dipole approximation for 
L(.k) in (3.3) the wave vector dependence 
of orbital-only scattering is contained in 
the expression 

2n(k) i sine sin _!_ e (2 COS/3 < jo + j2 > · 
2 

(3.6) 

This quantity is plotted in Figure 1 for 
Pra+ using q = 5.07A- 1 (10 keV photons), 
and f3 = tan- 1 (2/ tane) for which (3.2) is 
zero. From Figure 1 we see that the 
orbital-only term is significant over a 
rather small range of wave vectors. 

We conclude this section with the 
cxpression for the Stokes circular polaris­
ation parameter of the secondary beam P~ 

obtained for unpolarised incident photons. 
The result is 

( :~ \ P~ = - r~ g n(k) (1 - cose ) X 

X iS(k). (q + q' cose ) + 

+ cos2 ( __!___ e ) L(k) . (q + êt') ~- . (3 .7) 
2 

As in the cross section, the spin and 
current contributions in (3.7) are distin­
guished by geometric factors. 

4 - NEUTRON SCATTERING 

Our discussion of the theory of neutron 
scattering will be relatively brief because 
it has been recently reviewed. The neutron 
scattering amplitude is dominated by the 
magnetic and nuclear contributions, which 
are of a similar magnitude. Let r0 =-l.91 re, 
and represent the neutron spin operator 
by rd2. With this notation, the magnetic 
and nuclear amplitudes are, respectively, 

__!___ ro cr. ik X ([2S(k) + L(k)] X k) (/k2
, 

2 -
(4.1) 

and 
1 

(4.2) 

in which 1 is the nuclear spin, a1 and bz 
are energy independent parameters and 
the sum runs over all nuclei in the target 
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sample. The magnetic amplitude is pro­
portional to the spatial Fourier transform 
of the magnetic moment density, and it is 
not possible to measure just the spin or 
current components. 

ln some experiments, including those 
aimed at high precision magnetic amplitude 
determinations using polarised neutrons, 
it is necessary to add the electrostatic cor­
rection to (4.1), even though it is a 
factor (me/m) - 10- 3 smaller. The ampli­
tude due to an electrostatic field E is 

(
- ro me ) 1 f .k J 4rr m -;- dr exp(1 . r) 1 (q X ~) + 

1 + - V r. E(r). (4.3) 
2 -

The first term in the integrand, which 
contains the neutron spin, was derived by 
Schwinger, and the second term was 
derived later by Foldy. When the electric 
field is derived from the nuclear and 
electron charge distributions the ampli­
tude (4.3) reduces to, 

which vanishes in a forward scattering 
configuration since n(O) = Z the number 
of electrons. Other points to note about 
the result (4.4) are that, the expression is 
valid for elastic scattering, h is a unit 
vector, defined following (2.7), perpen­
dicular to the plane of scattering, and the 
amplitude depends on q and q', through 
h, and not just k as in all other neutron 
amplitudes. 

Let us tum now to a consideration of 
polarisation induced effects in the cross 
section. We assume that the nuclear spins 
are randomly orientated, and begin with 
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magnetic and nuclear amplitudes, which is 
usually the case of interest. Note that, for 
an unpolarised neutron beam, the observed 
cross section is the sum of magnetic and 
nuclear cross sections, and no interference 
effects are present. If the magnetic ions 
are either parallel or antiparallel to a single 
direction, a polarisation of the incident 
beam induces only an interference between 
the magnetic and nuclear amplitudes. This 
effect is the basis of experiments designed 
to measure the magnetic moment density 
of metals and compounds, since it pro­
vides the required signal sensitivity, 
through changes in the polarisation, and 
the sign of the magnetisation; see the 
article in this volume by J. B. Forsyth. 
For more complicated magnetic structures, 
such as a helical configuration, polaris­
ation induces a purely magnetic term, in 
addition to magnetic and nuclear inter­
ference scattering. 

Turning now to modifications intro­
duced by the electrostatic interaction, 
interference with the magnetic and nuclear 
amplitudes occurs even for unpolarised 
neutrons; the magnetic and Schwinger, and 
the nuclear and Foldy amplitudes interfere. 
These terms are of minimal practical 
interest because the absence of polaris­
ation dependence deprives them of signal 
sensivity. 

The sensitivity required to measure the 
electrostatic amplitude is provided by inci­
dent beam polarisation. ln this instance, 
there is interference with both magnetic 
and nuclear amplitudes; the nuclear ampli­
tude interferes with the Schwinger term, 
and the magnetic amplitude interferes 
with both the Schwinger and Foldy terms. 
Let F e F m and F n denote the electro­
static, magnetic and nuclear amplitudes, 
respectively. For a simple magnetic struc-
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ture, with moments parallel or antiparallel 
to a single direction defined by the unit 
vector ~' the polarisation dependent inter­
ference terms in the cross section are, 

( m~~) ~ ro Ti. [ 2 q (e. P) - p J 
Re. (Fm F: ) + 

+ cot (~e) P. h Im . (FnF; ) ~- (4.5) 

Observe that the electrostatic-nucl'ear con­
tribution is asymmetric, i. e. the cross­
-section differs for scattering to the right 
and to the left of the incident beam. 

5 - DISCUSSION 

Magnetic photon scattering has an edge 
on its neutron counterpart in as much that 
the spin and current amplitudes can be 
measured separately. Moreover, photon 
scattering provides very good wave vector 
resolution (14], and the foreseeableimprove­
ments in the intensity of photon beams is 
far larger than that possible with neutron 
sources. 

Our presentation of magnetic photon 
scattering has focused on the interpretation 
of diffraction experiments. However, in­
elastic photon scattering described within 
the impulse approximation possesses the 
sarne basic features. An introduction to 
inelastic magnetic photon scattering is 
provided in [4, 5] together with references 
to more detailed treatments. 

The photon amplitude reported in Sec­
tion 2, and more fully discussed in an 
appendix, is correct to first-order in 
g = fíw/ me 2

• Hence, our expressions for 
magnetic interference contributions are 
complete to leading order. An analysis of 
the cross section to order g2 requires the 

computation of the amplitude to the sarne 
order. This analysis will be required for 
the interpretation of experiments using 
energetic photons for which the condi­
tion g << 1 is not satisfied. 

Resonance processes are not covered 
by the formalism used in the main text, 
and a separate approach is really required; 
see appendix to this paper and (7, 15]. The 
basic difference arises in the term that 
is proportional to the current density in 
diffraction experiments. This term is the 
appropriate limiting form of a contribution 
in the perturbation expansion for the 
photon amplitude that has a structure 
akin to the Kramers-Heisenberg expression 
cf. (A3). When relativistic effects are 
included the matrix elements in this 
expression include both the dipole and spin 
operators. Near a resonance, when reduc­
tion to the form quoted in Section 2 is 
no longer valid, magnetisation-sensitive 
resonance processes occur. The sensitivity 
to the magnetisation arises from exchange 
interactions between core and unoccupied 
leveis, in which the transition proceeds 
through the electron current (dipole) 
operator. At present, there is no solid 
evidence in favour of transitions created 
by the relativistic spin-dependent operator, 
a candidate which has been advocated (12] 
and invoked (13] . 

The information that can be extracted 
from the interpretation of such X-ray 
resonance processes refers to an instanta­
neous picture of the electrons, because it 
is a relatively fast process . ln this respect, 
the information supplements that derived 
from the frequency and wave vector 
response function measured in magnetic 
neutron scattering experiments, i. e. the 
total scattering, given by the integral of 
the responses over frequency, is measured. 
Of course, a resonance effect is large, 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 81-90, 1988 



STEPHEN W. LOVESEY - The companionship of neutron and photon magnetic scattering 89 

compared to magnetic contributions con­
sidered in the main text, when the width 
of the resonance is small enough to justify 
the interpretation in terms of an instanta­
neous picture of electron behaviour. 

I am grateful to M. J. Cooper, J. B. 
Forsyth and G. T. Trammell for discussions 
and correspondence. 

APPENDIX 

We provide an expression for the pho­
ton scattering amplitude that describes 
elastic and inelastic events to an accuracy 
g = hw/mec2

• This amplitude generates in 
the corresponding cross section the lead­
ing-order expression for charge-magnetic 
interference processes. It also generates 
the leading-order expression for the mag­
netic cross section observed at purely 
magnetic Bragg reflections. A term of 
arder g2 in the cross section is missed at 
mixed charge and magnetic reflections. 
Our expression can be derived from a 
thorough treatment of the amplitude to 
arder g2 [10], which is the expression 
required for a complete discussion of the 
magnetic cross section. Later work [12] 
outlines a semiclassical approach to arder 
g suitable for quasielastic events; the prin­
cipal results derived in [12] are found in 
the more complete treatment [10]. 

Let the initial electronic state, an 
eigenstate of the non-relativistic Hamilto­
nian Ho , have energy E. it is convenient 
to introduce a current operator J that 
depends on the momentum, position and 
spin variables, namely, 

J(q) = ~ (Pj + iliSj X q) exp(iq. Rj)· 
j 

(Al) 
for which 

iJ(q). e(+= J(- q). e 
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The desired expression for the amplitude is, 

. ' 1 w 
r e J n(k)e' . e - · g( l + - ) S(k) . e' X e r + 

1 2 w 

+ ( : ee ) i J (- q') . e' (E + (A2) 

+ li w- H0 ) - 1 J+ (- q) . e 

+ J(q) . e (E - 11 w' - Ho) - 1 J+ (q') . e' (. 

The amplitude has the dimension of length, 
and it is accompanied by the conservation 
of energy E + ll w = E' + n w' . 

Resonant processes arise in the second 
set of terms in (A2). An appropriate 
expression is obtained by inserting a com­
plete set of states between J and J+ . Con­
sider, for example, the first term and 
Iabel intermediate states by a. Using, 

H 0 1 a > = Ea 1 a > 
and 

~ ! a>< a 1= 1, 
a 

the term in question becomes 

(~) ~ (J(- q') . e' 1 a> <a 1 J+ (- q) . e) / 
me a 

(E + hw - Ea + ÍI'a/2). (A3) 

ln this expression, an imaginary com­
ponent has been included in the energy 
denominator to describe the levei width. 
The analysis of resonant magnetisation­
-sensitive X-ray scattering presented by 
Hannon and Trammell [7] is based on (A3), 
using the momentum component of J (Al). 

Far away from resonances, where the 
resolvent operators in (A2) can be safely 
expanded in 1/w and 1/ w' , the amplitude 
reduces to 

re i n(k) e' . e - ig[S(k) . B + 

( h ~: ) ~ exp(ik . Rj) 

(q - ~:- q') X Pj . e' X e](, (A4) 
w 



90 STEPHEN W. LOVESEY - The companionship of neutron and photon magnctic scattering 

in which 

"'B = __!__ ( w + w') e' X e + 
2 

w'(éj.e) q' X e' - w(q . e') q X e 

__!__ (w + w') (q' >< e') X q X e) . (A5) 
2 

For the special case of diffraction w = w', 
we obtain the result (2.4) with A = e' X e 
and B from (A5). 
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NEW FRONTIERS IN MOMENTUM DENSITIES. 

S. MANNINEN 
Univer si ty o[ H els inki, D epartment of Physics, 00170 H elsinki 17, Finland 

ABSTRACT - A review of the present state and the near future in momentum 
density studies is given. The main target is inelastic photon scattering, including the 
wide range of new techniques due to the potential use of synchrotron radiation and 
also different ways to utilize coincidence counting. Electron scattering spectroscopy 
and angular correlation of positron annihilation are considered to some extent. 

1 - INTRODUCTION 

After the renaissance of momentum 
density studies beginning in the middle of 
1960's, this field of physics partly lost its 
interest in 1980's. The main rettson was 
the relatively low resolution of solid state 
detectors used in photon scattering experi­
ments. Although the alternative techniques 
like electron Compton scattering, positron 
annihilation and (e, 2e) scattering did not 
suffer the sarne problem, they had a 
limited use because of the sample require­
ments. The basic theory and the experi­
mental technique in each of these methods 
has been covered by recent reviews [1-3]. 

During the last few years severa! new 
approaches have brought momentum den­
sity studies back to the front line. These 
include (i) the use of focusing crystal 
optics to improve both the resolution and 
the intensity allowing measurements also 
at relatively high photon energies produced 
by the insertion <levices of a synchrotron, 
(ii) studies of the momentum distributions 
of «magnetic» electrons using circularly 
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polarized synchrotron radiation and (iii) 
photon-photon or photon-electron coinci­
dence measurements which make it poss­
ible to separate particular electron shell 
contributions from the total spectrum of 
inelastic scattering. The present state of 
art and also the future prospects of these 
new techniques are reviewed. Also some 
attention has been paid to the possibilities 
to apply some of these techniques in a 
small scale laboratory. 

2 - THE BASIC METHODS TO DETER­
MINE MOMENTUM DENSITIES 

ln arder to understand the present 
development in the momentum density 
research, a brief summary of each basic 
method is first given. 

2.1- Compton Scattering 

ln a typical Compton scattering experi­
ment monoenergetic photons either from 
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an X-ray tube or from a gamma-ray source 
are scattered through a fixed angle and 
the scattered energy spectrum is analyzed 
using a solid state detector or a crystal 
analyzer. Providing that the transferred 
energy is large compared with the electron 
binding energy one can assume that the 
final electron state is a plane wave and 
the scattering takes place in a constant 
potential. ln this so-called impulse approxi­
mation (IA) the scattering cross section 
is proportional to a quantity called Com­
pton profile [1] 

J J n (p) dpx dpy (1) 

P x Py 

where n (p) is the electron momentum 
density. Comparison between theor.v and 
experiment is usually done in terms of 
the Compton profi\e, not momentum den­
sity, which can be calculated by dif­
ferentiating Eq. (1) . 

Some general comments, typical to 
Compton scattering are: 

- Due to the relatively weak cross 
section of the interaction between 
the electromagnetic field and the 
electron, the intensity can be a 
problem especiaUy if an X-ray tube 
and a crystal analyzer are used. 

- The resolution is only modest if 
a solid state detector is used (not 
better than 0.4 a.u. of momentum) 
and even . in the case of a conven­
tional crystal analyzer it is about 
0.1-0.2 a.u. (l]. 

- The multiple photon scattering is a 
problem which should be handled 
with a special care. It is always 
preferable to use as thin samples as 
possible [l]. 

- The relation between the measured 
cross section and the Compton pro­
fi\e is not straightforward especially 
at higher energies [4]. 

2.2 - Electron Compton Scattering 

Compared with photon Compton scat­
tering the use of a monoenergetic electron 
beam offers some advantages: 

- The cross section of electron-elec­
tron scattering is significantly larger 
than in photon-electron scattering. 

-The energy of the scattered electron 
can be measured very accurately; it 
is easy to have a momentum res­
olution of 0.01 a.u .. 

On the other hand it is really difficult 
to measure any other samples than 
gaseous ones, which is a serious limitation 
of this method. 

Using an approximation similar to the IA 
in the case of photon Compton scattering 
(it is called binary-encounter approxima­
tion), the measured cross-section can be 
expressed in terms of the Compton profile 

00 

J (Pz) = ~" J n (p) pdp (2) 

Pz 

This result looks slightly different com­
pared with Eq .. (1), because it includes 
the spherical average pf . the momentu~ 
density (this is due to the use of gaseous 
samples). 

2.3 - Positron Annihilation . 

When a positron interacts with a solid 
it is thermalized well before it annihilates 
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with an electron by the emission of two 
photons. The motion of the target electron 
makes the angle between the two photons 
to deviate from the angle of 180 degrees. 
The measurement of the angular correla­
tion spectrum gives therefore information 
about the electron momentum distribution. 

If the interaction between the positron 
and electron is neglected and the positron 
wave function does not depend on r, the 
measured cross section is proportional to 
the Compton profile given by Eq. (1). 

The resolution in a positron annihilation 
measurement is of the order of 0.05 a.u. 
which is good enough for Fermi surface 
studies, for example. Additionally the 
annihilation process prefers outer electrons 
which usually are the interesting ones and 
it does not depend on the atomic number 
of the sample material. On the other hand 
positrons are effectively trapped into lat­
tice defects which makes it necessary to 
take a great care in the sample preparation. 
Also the approximations involved in using 
Eq. (1) should be carefully studied in 
each case. 

3 - NEW FRONTIERS 

3.1 - General trends 

All three basic methods described 
shortly in Chapter 2 include severa! 
deficiencies concerning the information 
obtained from the measured data: 

- A great part of the information is 
lost because not all the properties 
of the particles or quanta involved 
in the scattering event are measured. 
These include the energy and the 
momentum of the Compton electron/ 
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target electron in photon scattering/ 
electron scattering and the energies 
of the annihilation photons. 

- The measured cross section is a one-
-dimensional projection or spherical 
average of the electron momentum 
distribution. Although it is possible 
to make a three-dimensional con­
struction of n (p) based on one­
-dimensional projections, this re­
quires a long set of measurements on 
a single crystal. 

- The contribution of the «non-inter­
esting» electrons is always present 
in photon and electron Compton 
scattering and although it is small in 
positron annihilation, it gives some 
uncertainty to the absolute cross 
section measurements. 

- More information would be obtained 
if polarized photon or particle beam 
were used. 

- The resolution of the conventional 
photon Compton scattering should 
be better to be compatible with that 
of electron scattering or positron 
annihilation methods. 

3.2 - (e , 2e)-spectroscopy 

Already about 15 years ago an Austra­
lian group presented a method to observe 
both the scattered electron and the target 
electron in coincidence [5]. This technique 
makes it possible to obtain more informa­
tion about the target electron properties 
and additionally to separate different elec­
tron shell contributions. The coincidence 
counting makes, of course, the observed 
intensity quite small and the resolution is 
somewhat worse than in conventional 
electron Compton scattering but in any 
case this method has turned out to be 
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very potential in atomic and molecular 
electron momentum studies. The relation 
between the measured cross section and 
the theoretically obtained quantities is 
more complicated due to the coincidenci:: 
technique but it seems to be well under­
stood by now [2]. A beautiful demon­
stration of the potential of this technique 
is a recent study on xenon [6] where the 
5p subshell contributions have been meas­
ured separately and the importance of the 
relativistic treatment can be easily seen. 
Despite of the merits of this method, there 
still is only one laboratory using it. 

3.3 - 2-dimensional Angular Correla­
tion of Positron Annihilation 
Radiation 

ln the conventional positron annihila­
tion technique a narrow slit in front of 
the detector is used to pick up a particular 
momentum component (so-called long slit 
geometry). More than ten years ago Berko 
and co-workers [7] presented an idea to 
measure the angular distribution of the 
annihilation quanta simultaneously using 
a set of scintillation counters. Since then 
this idea has been adopted in severa! 
Iaboratories with a variety of detectors 
including position sensitive detectors and 
solid state detectors. Using this technique 
it is possible to make a few measurements 
on a single crystal in different crystal­
lographic directions and use data to 
reconstruct the 3-dimensional momentum 
density. The reconstruction can be done 
either using spherical harmonics, Fourier 
transforms, Fourier-Hankel transforms or 
methods taken from X-ray tomography [8]. 
It has been turned out that only a few 
orientations are required to make a sur­
prisingly accurate reconstruction. 

The use of polarized positrons make it 
possible to study electron spin density in 
momentum space. This was already dem­
onstrated more than ten years ago with 
lD-annihilation technique but very recently 
a 2D-apparatus has been applied to study 
the momentum density of electrons in 
ferromagnetic iron [9]. Partially polarized 
positron beam can be obtained from a 
Na-22 source. Polarized positrons annihi­
Iate prefentially with conduction electrons 
with opposite polarization. Therefore in a 
magnetized ferromagnetic crystal in which 
the number and distribution of electrons 
are different for electrons with their spins 
parallel or antiparallel to the magnetiz­
ation this difference can be studied by 
polarized positrons. This is so because the 
r~verse of the magnetic field direction 
only reverses the electron spin polariz­
ation, not that of the positron beam [9]. 
Compared with the circularly polarized 
photon scattering technique, described 
Iater, positron annihilation measurements 
give better resolution but on the other 
hand photon-electron scattering is better 
understood theoretically. 

3.4 - Improvements in Inelastic 
Photon Scattering 

The recent development in synchrotrons 
dedicated to produce radiation has done 
a real revolution in inelastic photon scat­
tering experiments . The resolution which 
has a long time been the weakest point 
compared with the competing methods is 
no Ionger a problem because the high flux 
makes it possible to use crystal analyzers 
to measure the scattered energy spectrum. 
Additionally the possibility to vary the 
degree of the beam polarization gives new 
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challenges to measure, for example, the 
momentum distributions of conduction 
electrons in magnetic materials . Also the 
coincidence technique becomes. possible, 
one can take the coincidence between the 
scattered photon and either the Compton 
electron or the fluorescence photon which 
makes it possible to study particular elec­
tron shells. 

beam orbit 

~ 
mairi 
slits 

previously applied by Sakai a!Jd Ono [11] 
using a gamma-ray source but the small 
intensity makes this type of experiment 
time consuming. 

A more effective alternative is to benefit 
from synchrotron radiation properties, i. e. 
out of the orbital plane there are both 
parallel and perpendicular polarization 
components present and the radiation is at 

Fig. 1 - A schematic lay-out of the magnetic Compton scattering experiment. 

3.4.1 - Momentum Densities of Con­
duction Electrons in Ferromag­
netic Materiais 

It is well known [10] that the electro­
magnetic field- electron interaction treated 
relativistically produces in the first order 
an imaginary spin-dependent term in the 
scattering cross section. A real contribu­
tion can be obtained, however, if the 
polarization factor in the cross section is 
imaginary, i. e. incident radiation is cir­
cularly polarized. This possibility has been 
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least partially circularly polarized. The 
group in Warwick University (UK) has suc­
cessfully studied ferromagnetic 3d transi­
tion metais using the technique shown in 
Figure 1 [12]. Although the degree of 
circular polarization increases by going 
more above (or below) the beam orbit the 
rapid decrease of the flux forces some 
compromize to be made. 

The other choice to produce circularly 
polarized radiation is to use quarter wavr: 
plates which now seem to work also at 
higher X-ray energies [13]. 
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If linearly or circularly polarized inci­
dent beam is used and the state of 
polarization of the scattered beam is 
measured, more information can be 
obtained. This kind of measurements are 
now possible offering an interesting task 
in the future. 

x - r ays 

~-----------< coincidenc e 

Ge x-ray 
detecto r 

monochromator 

circuit 

signed to be operating in the new European 
synchrotron (ESRF), although in principie 
it can be tested using a high intensity 
gamma ray source. High source flux, short 
wavelength and thin samples are required 
to produce and detect sufficient number 
of electrons. A synchrotron source is 

posi tion sens itive 
electron detector 

Fig. 2 - A schematic Jay-out of the photon-electron coincidence spectrometer. 

3.4.2 - Compton Scattering with 
Electron Analysis 

ln conventional Compton scattering 
only the energy and the momentum of 
the scattered photon are measured. This 
means (see Eq. (1)) that the measured 
cross section is an integral of the three­
-dimensional momentum density over the 
energy states. However, if the Compton 
electron is also detected in coincidence 
with the · scattered photon the integration 
is avoided and the desired volume element 
in momentum space can be studied. 

The experimental arrangement is shown 
schemat~cally in Figure 2 [14]. It is de-

therefore a natural choice. ln an experi­
ment the scattered photon is detected 
using a solid state detector and two 
orthogonal components of the recoil elec­
tron momentum are measured in coinci­
dence with the photon using a two-dimen­
sional position sensitive electron detector. 

3.4.3 - High Resolution Compton 
Scattering Spectroscopy 

The resolution of a crystal spectro­
meter is at least one order of magnitude 
better than that of a solid state detector 
at X-ray energies. However, they have not 
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been used for momentum density studies 
until very recently mainly because the 
conventional X-ray sources did not produce 
fluxes high enough to make step by step 
energy scanning worthwile. The rapid 
development of focusing crystal optics, 
largely due to the synchrotron instrumen­
tation, is now replacing the energy disper­
sive technique in momentum density 
studies. 

45 

40 

35 

30 
!:!. 
"' ~ 25 
.ri 
~ 20 

w 
:::; 15 

10 

K - edge 
5 

tube, simultaneously build in Finland and 
in Germany [16]. They all have roughly 
the sarne momentum resolution (0.15 a.u.) 
and they are designed to work at energies 
not much larger than 10 keV. An example 
of the performance of the conventional 
X-ray tube spectrometer is shown in 
Figure 3 in which the Compton profile of 
boron is shown [17] . The K-edge can be 
seen on the low energy side of the profile 

L -electrons 
/,-,../ 

I ' I ' I \ 
I \ 

I 1 
I 1 
I 1 
I \ 

\ ,, 1 \ '1 ............... _ li I ,, 
' 
, -

h cu, K - edge 

o~~~~~~~~~~~~~~~~-~~~~~~~~~~~ 

140 160 180 200 220 240 260 280 300 
6E (eV) 

Fig. 3 - The Compton profile of boron measured using curved crystal spectro­
meter [17]. The energy range dose to the B K-edge is shown including the 
theory based on the impulse approximation convoluted with the experimental 

resolution. The inset shows the whole spectrum. 

There have already been some operating 
crystal spectrometers in 1980's used to 
study momentum densities. One of those 
is located at LURE synchrotron laboratory 
(Orsay, France) and it is based on a 
transmission analyzing crystal and a posi­
tion sensitive counter [15]. The other 
choice has been a focusing curved crystal 
spectrometer and a conventional X-ray 
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and the fine structure is related to the 
density of unoccupied electron states above 
the Fermi energy. ln this energy region 
impulse approximation is not valid, 
although it predicts the general behaviour 
quite well. This kind of technique can be 
used alternatively with EXAFS (Extended 
X-ray Absorption Fine Structure), es­
pecially in the case when the absorption 
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edge occurs at low energies. ln Compton 
scattering one can use much higher pri­
mary energies, for example in the case of 
Figure 3, 8 keV instead of about 200 eV 
required by EXAFS measure.ments in this 
case. 

At present there are already beam line 
designs at DESY (Hamburg, Germany) and 
at KEK (Tsukuba, Japan) which have at 
least 0.1 a.u. momentum resolution at 

PM 

MO 

different) can be seen in Figure 4 [18]. 
Because of the focusing optics small 
single crystals can. also be studied. 

3.4.4 - Inelastic Coincidence 
Spectroscopy 

A particular electron shell contribution 
to the total Compton profile can be 

PSD 

~------ --------------------~ 

Fig. 4 - The plan for high resolution Compton scattering spectrometer [18) . 
lt consists of primary monochromator (PM), elliptical mirror (EM), high 
resolution monochromator (HRM), sample (S), crystal analyser (CA), position 
sensitive detector (PSD), monitor detectors (MD) and beam stop (BS) . 

30 keV. This is often enough but not as 
good as in electron scattering or positron 
annihilation. 

The plan for ESRF which will be lo­
cated at Grenoble, France, will include . a 
Compton scattering beam line having 25 eV 
resolution at 50 keV. This means about 
0.02 a.u. momentum resolution. A sche­
matic design (the final version might be 

also obtained in photo_n spectroscopy using 
coincidence technique. Two detectors, one 
measuring the scattered photon and the 
other X-ray fluorescence arising from the 
transition to the vacant electron state left 
by the Compton electron are required. 
A schematic lay-out of the apparatus is 
shown in Figure 5. Both gamma ray 
sources [19] and synchrotron radiation [20] 
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have been recently applied to study K-shell 
spectra of some 3d transition metais. 
This turns out to be one of those rare 
cases where conventional radiation sources 
can beat synchrotrons. This is due to the 
time structure of the electron beam in a 
synchrotron. ln order to pick up the true 
coincidences from the chance ones (fluor­
escence and scattered photon, although 
detected simultaneously, do not belong to 
the sarne scattering event) one has to 

r ~ ray detector 

W / promary 
I beam 

I 
1 I 

:/€;/ 
~ ~- l-

i 
x- ray detector 

samp e 

are therefore lost and the coincidence 
counting rate is very low. A promising 
improvement which is under construction 
in our laboratory is to use a high voltage 
(160 kV) X-ray generator, W-tube and a 
monochromat.or to produce an intensive 
W-Ka 1 beam (see figure 6). It has roughly 
the sarne energy than Am gamma rays 
used so far in these experiments but using 
focusing geometry it can be collimated 
into a small focus at a sample site. ln 

Fig. 5 - A schematic lay-out of the gamma ray - X-ray coincidence 
spectrometer. 

make a measurement in which there is a 
time offset from the coincidence window. 
ln a synchrotron this cannot be done 
within the time of one pulse but the next 
one should be used. This limits the time 
resolution and lowers the true/ chance 
coincidence ratio. 

Gamma ray sources used so far also 
have serious limitations. ln order to have 
a well-coll imated beam which is necessary 
to define the scattering vector properly 
one has to use very small solid angles. 
Most of the photons emitted by the source 
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addition to coincidence experiments this 
apparatus can also be used in conventional 
Compton scattering to study small single 
crystals which has not been possible so 
far due to the non-focusing gamma-ray 
geometry. 

3.3.5 - Conclusions 

Although the general trend in the future 
of momentum density studies is certainly 
based on the large scale machines, there 
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is also space left in small scale labora­
tories. ln addition to the coincidence stu­
dies and high energy X-ray sources men­
tioned earlier conventional Compton scat­
tering can also be used in those cases 
where the momentum resolution is not a 

focus of a hi gh 
voltage x-ray tube 

Si monochromator 

improvement of the resolution hardly 
makes any difference in conclusions. 

Finally it should be mentioned that the 
present high flux sources make it poss­
ible to achieved statistical accuracy which 
in many experiments is much better than 

:---....... Row land 

~circle 

""' ~ 
sample 

detector 

Fig. 6 - A plan for a focusing X-ray spectrometer based on a high voltage 
tungsten tube. 

crucial question. Systems like ionic crys­
tals, for example, can be effectively stu­
died using a modest resolution spectro­
meter. This is demonstrated in Figure 7 
in which the electron momentum aniso­
tropy is shown in the case of NaF and 
CaO [21] . The merits and dismerits of both 
theories can be easily seen and the 

the accuracy of approximations used in 
data processing (impulse approximation, 
ignorance of other scattering contribu­
tions etc.). One possible way to check the 
quality of the experiment is to perform 
it in an absolute scale. This kind of 
measurement is very rare and from this 
point of view is really worthwile doing. 
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Fig. 7 -The electron momentum anisotropy in a) NaF, b) CaO crystals [21). 
The solid line corresponds APW calculation and the dashed line LCAO method. 

Both theories have been convoluted with the experimental resolution. 
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NEW FRONTIERS IN EXPERIMENTAL CHARGE 
DENSITY STUDIES 

JOCHEN R. SCHNEIDER 

H amburger Synchrotron Strahlungslabor HASYLAB, Deutsches Elektronen-Synchrotron DESY, 
Notkestr. 85, D - 2000 H amburg 52, FRG 

ABSTRACT - Recent developments in experimental charge density studies in 
inorganic materials are described with emphasis on the use of synchrotron radiation 
and the possibilities of combining data taken with neutrons from spallation sources 
on time-of-flight diffractometers with those obtained from short wavelength X-ray 
diffraction experiments performed on the sarne sample. ln addition Be is discussed 
as an example of successful interplay between theory and various experimental 
techniques;. Finally new developments in the treatment of extinction are presented. 

INTRODUCTION 

ln the present paper no attempt is 
made to review the experimental charge 
density work performed over the last 
three years. Instead a limited number of 
examples will be discussed which deal 
with some of the more problematic aspects 
in charge density studies. The subjects are: 
measurement of weak reflections with 
synchrotron radiation to complement 
standard X-ray data sets; propagatiop of 
solid state effects to high arder reflections; 
combination of diffraction experiments 
with spallation source neutrons and short 
wavelength X-rays performed on the sarne 
sample, and new developments in the 
treàtment of extinction. 

Synchrotron radiation data from Cuprite, 
Cu20, and Corundum, a - A}z03 

Ili their charge density study of Cuprite, 
Cu20, Restori and Schwarzenbàch [l] _show 
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that standard deformation-density refine­
ments lead to unsatisfactory results, since 
3/ 8 of the structure factors are too small 
to be measured witp X-rays from sealed 
tubes. Progress should be expected from 
the use of syrichroton radiation because of 
its high intensity and extremely good 
collimation, provided problems due to the 
instability of the synchrotron source, both 
in space and time, can be overcome. ln 
arder to access the accuracy that can be 
obtained with synchrotron radiation, Kirfel 
and Eichhorn [2] collect~d data from 
two well determined reference struc­
tures: Cuprite, Cu20, [1] and Corundum, 
a-Al2Ü3, [3]. They used the 5-circle diffrac-. 
tometer installed at HASYLAB in Hamburg 
which is described by Kupcik et aL [4]. 

Fig. 1 ~hows. the láyout of the diffrac­
tometer. After modifications of both elec­
trical and mechanical functions a STOE 
4-circle diffractometer has been mounted 
op a fifth circle. with the intention to 
rotate the whole diffractometer arot.md the 
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primary beam. The monochromator con­
sists of two flat Germanium (lll) single 
crystals each separately movable and the 
following specifications for the exit beam 
are met: the beam position is independent 
of wavelength which can be varied in the 
range of 0.3 to 2.2 A. The energy reso-

measuring strong reflections, however, the 
improvement due to the use of synchro­
tron radiation is very pronounced for the 
weaker or even «forbidden» reflections. 
The second statement is supported by 
Fig. 2, which shows a comparison between 
calculated and observed structure factors 

ENTRANCE SLI TS 

~ ~ :--- - ----
-, 

MONOCHROMATOR 

Fig. 1 - Layout of the 5-circle diffractometer for Synchrotron radiation in the 
wavelength range from 0.3 to 2.2 A installed at DESY-HASYLAB in 

Hamburg, FRG [4]. 

lution at 12.4 keV is 4 X 10-4, the angular 
divergence of the monochromatic beam is 
3.6 sec. of are, higher harmonics are 
efficiently suppressed. A combined polar­
ization/ intensity real time monitor of the 
type described by Smend et al. [5] has 
been installed between the monochromator 
and the diffractometer. 

Kirfel and Eichhorn [2] showed that 
X-ray structure amplitudes of excellent 
quality can be obtained with synchrotron 
radiation, after proper attention is given to 
data collection strategies and to data reduc­
tion procedures. From comparison with the 
data from a sealed X-ray tube [l, 3] they 
cori.cluded, that little can be gained by 

deduced from synchrotron radiation or 
sealed X-ray tube data [3], respectively, 
via multipole refinements. Whereas the 
X-ray data scatter over a wide range, a 
nearly 1 to 1 correspondence is observed 
for the synchrotron data. 

Effect of valence electron hybridization on 
high order structure factors in Beryllium 
metal 

Since the X-ray study by Brown in 
1972 [6] charge density studies on Be metal 
have attracted a lot of interest, both in 
theory and in experimental work. By com-
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bining neutron [7], y-ray [8] and X-ray dif­
fraction data [9], Hansen and Larsen cal­
culated in 1984 for the first time what might 
be called a parameter-free deforrnation den­
sity of Be metal, which confirms that the 
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bonding goes through the tetrahedral holes 
of the hexagonal closed-packed structure. 
The experimental data are in very good 
agreement with ab initio HF-SCF-LCAO [10] 
and pseudopotential calculations [11]. The 
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Fig. 2 - Comparison between calculated and observed structure factors 
of a-Al 20 3 deduced from synchrotron radiation [2) or sealed X-ray tube 

data [3], respectively. 
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earlier X~ray data [6], which were measured 
on an absolute scale, do not agree with the 
results . of the more recent measurements 
[8, 9]. Besides a scale factor problem the 
greatest discrepancy is observed for the 
002 reflection. On the other hand an early 
augmented-plane-wave (APW) calculation 
performed within the muffin-tin approxi­
mation to the crystal potential by lnoue 
and Yamashita [12] agreed rather well 
with Brown's data. The results of this 
APW calculation have been reproduced by 
Redinger et al. [13]. 

More recently Blaha and Schwarz [14] 
did a self-consistent all-electron full 
potential linearised-augmented-plane-wave 
(LAPW) calculation of the structural and 
electronic properties of Be, using the local 
density approximation (LDA) for the 
exchange and correlation energy func­
tional. Their structure factors are in very 
good agreement with the y-ray data on 
absolute scale [8] as well as with the 
recent X-ray data [9]. Therefore the dif­
ference in the calculated 002 structure 
factor is due to the muffin-tin approxima­
tion, the agreement between the muffin-tin 
APW calculations and the 1972 X-ray data 
is accidental, most probably due to extinc­
tion effects in the experimental data which 
had been considered negligible at the time. 

Pindor et al. [15] performed self-con­
sistent LAPW calculations for the charge 
density of metallic Be · again within the 
LDA. The overall agreement with the y-ray 
structure factors [8] is good, and it is 
argued that the remaining discrepancies 
are due to the inadequacy of the LDA and, 
for some reflections, in neglecting the 
non-sphericity of the core charge density. 

The y-ray data . of Be [8] have been 
taken by using low-intensity 0.03 A radia­
tion from i9BAu sources which necessitated 
quite long measuring times. ln order to 

improve on this Hansen et al. [16] em­
ployed a second y-ray diffractometer using 
0.12 A radiation from a 15BSm source [17]. 
This intermediate wavelength should be 
quite useful for scattering systems with 
light atoms where intensities at 0.03 A are 
too low, but where extinction is still a 
problem with X-ray measurements. The 
sample used in this y-ray study was an 
almost cubic single crystal of Be; it is the 
larger crystal used by Larsen et al. [7] for 
their neutron diffraction measurement, 
but subsequently etched to dimensions 
1.70 X 1.90 X 2.16 mm. During a period of 
36 days, 500 rocking curves were measured, 
corresponding to 37 symmetry-independent 
reflections with sin(e ) / ,\ < 0.85 A-1 and 
14 reflections were observed above this 
limit. The 0.03 A 'Y-ray diffraction data 
which were measured on an absolute 
scale [8] have been used to scale the 0.12 A 
data and to correct them for extinction. 
The extinction correction for the 002 
structure factor (the strongest refleetion) 
amounts to 3.4 %. It has been impossible 
to obtain a reliable estimate for extinction 
using only the 0.12 A data, because one 
cannot separate the effect of valence elec­
tron density deformation from extinction. 

Fig. 3 shows the differences between 
Be crystal and free-atom form factors as 
a function of scattering angle. ln view of 
the size of the random errors estimated 
for the experimental data (between 0.5 
and 1 % ) , the three theories are in satisfac­
tory agreement with each other, and with 
experiment, especially for the first three 
reflections (100, 002 and 101). At higher 
orders, structure factors are only available 
from the two pseudopotential calculations 
[11, 18]. ln spite of the large scatter, the 
experimental . values above sin(e ) / ,\ = 
= 0.6 A-1 tend to be lower than the 
free-atom form factors. This has also been 
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found in earlier studies and was inter­
preted as due to a core expansion. A high 
arder refinement along the lines suggested 
by Coppens et al. [19] yielded a 1 % linear 
expansion, implying a 2 % decrease of the 
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about 0.1-0.3 %, which is too small tq be 
detected experimentally. T)1ese results 
suggest that the major source of th.e low 
values observed for the form factors at 
high scattering angles resid,es _in modifica-

·. 

- 0·07 +-----~------,------r----·---,-----,-+ 

o 0·25 0·50 0 ·75 HXJ sin 8/ A. (À ') 

Fig. 3 - Differences between Be-crystal and fr~e-atom form factors as a 
Junction of màmentum transfer sin(e ) / ,\. Theoretical data : O , O O Pin­
dor et ai. [15], O O rJ von Barth et al. [18], • • • Chou et al. [11]. 

O O O experimental i -ray diffract10n data [16]. 

kinetic energy of the core electrons, i. e. 
by ab.out 7.5 eV. Ç>n the other hand, based 
on careful Hartree-Fock band structure 
calculations, Dovesi et al. [20] have shown 
that the change in kinetic energy of the 
core electrons (the ls orbital) compared 
with the free atom amounts to only 1.5 eV. 
Blaha et al. [14] a!so examined the possi­
bility of a co~e expansion by comparing 
free-atom and crystalline form factors, 
both derived in the_.local density apprpxi­
mation. They find . a core .expansion of 
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tions of the valence electron distribution 
in the solid. 

We believe that the right explanati.on 
o.f the effect has been give,n by von Bartl;l 
and Pedroza [18] . With a pseudopotential 
approach they reproduced the qbserved 
trend of the form factors quite . accurately, 
although they made no effort to take into 
account the effects Ôf the crystal field on 
the core electron density, but they corrected 
for the non.-orthogonaHty of tl;le pseudo­
valence wave functions with respect to the 
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core. The condition of orthogonality be­
tween core and valence states leads to a 
core-like cusp in the valence density of 
the s-like states (for the atom as well as 
for the solid), which is absent in the p-like 
states. ln the solid von Barth et al. [18] 
find only about 0.6 electrons per atom in 
valence s states, whereas the atom which 
is subtracted (as in commonly done) has 
two electrons in the 2s orbital. Because 
of this promotion of electrons from 2s to 
mainly 2p states in the solid, one observes 
lower form factor values for the crystal 
than for the atom. A comparison of the 
results of Chou et al. [11], who have added 
to their form factors the Hartree-Fock 
core contribution calculated by Dovesi 
et al. [10], with those of von Barth et al. 
[18] in Fig. 3 shows that the orthogonaliza­
tion effect dominates above 0.6 A-1. 

A combined spallation source neutron and 
y - ray diffraction study of MnF 2 at 15 and 
300 K 

The advantages and disadvantages of a 
combination of neutron and X-ray scat­
tering experiments in charge density stu­
dies have been discussed extensively in the 
literature [21]. Neglecting magnetic effects 
neutrons interact with the nuclei of the 
atoms and provide unbiased information 
on the positional and temperature parame­
ters of the investigated crystal. X-rays 
interact with the electrons and the results 
of both type of measurements have been 
interpreted in terms of X-n maps. ln neu­
tron scattering experiments one needs 
crystals much larger in size than what can 
be handled in X-ray diffraction experi­
ments, i. e. two different samples are 
needed which may be different with respect 
to extinction and stoichiometry. Therefore 
positional and thermal parameters have 

often been deduced from high arder X-ray 
refinements. 

As an example we would like to refer 
to a bonding study . of TiC and TiN by 
Dunand et al. [22], the results of which 
have been compared with ab initio solid 
state calculations by Blaha et al. [23]. The 
experiment was performed with Ag-Ka 
radiation. Severe anisotropic extinction 
affected the intense low-order reflections. 
lnhomogeneity in the mosaic spread and 
domain size produced small but signifi­
cant differences between reflection and 
antireflection for the sarne plane of diffrac­
tion. These effects have been modeled and 
refined together with a scale factor, iso­
tropic thermal parameters, a population 
parameter of the non-metal site, the 
amplitude of metal-atam static displace­
ments around non-metal vacancies, and an 
atomic model which includes occupancy 
factors of the separate orbital contribu­
tions of the valence electrons combined 
with linear expansion-contraction parame­
ters [19]. Very good agreement between 
model and experimental data has been 
obtained. 

On the other hand, the charge density 
study on Be metal, discussed above, is 
considered as an example where the com­
bination of X-ray and neutron scattering 
is decisive. X-n maps calculated from X-ray 
data taken at a small, and from neutron 
data taken at a large crystal, agreed with 
those were the X-ray structure factors 
have been measured with 0.12 A y-radiation 
on the neutron sample. Be is light and may 
be considered as an extreme example. ln 
the following we shall discuss a combined 
neutron and gamma-ray diffraction study 
at a large MnF 2 single crystal, approxi­
mately 3.7 mm in diameter. 

MnF2 has a rutile type structure (tetra­
gonal space group P4d mnm). Two parame-
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ters, the axial ratio c/ a and the free 
parameter x of the anion position, define 
the geometry. A strong change in the 
optical linear birefringence takes place in 
the fluorides of transition metals when 
antiferromagnetic ordering occurs [24, 25]. 
The possible origin of this effect has been 
somewhat controversial [26]. The magnetic 
birefringence ma:y be attributed to mag­
netostrictive distortions or to purely elec­
tronic contributions giving rise to a spin­
dependent polarizability. Jauch et al. [27] 
suggested that the fluorine position 
parameter could show a small shift of the 
order 5 X 10--4 as a result of exchange inter­
action, which would be sufficient to 
account for the temperature dependence of 
the birefringence. ln order to test this 
suggestion accurate determinations of the 
positional parameter x were undertaken 
both at room temperature and at 11 K, 
where the magnetic ordering is complete 
(TN = 67 K) , using 412 keV y-radia­
tion [28]. 

Because of intensity problems only 27 
Bragg reflections have been measured, each 
on an absolute scale. The strongest reflec­
tions which were most sensitive to the 
positional parameter, and which were not 
affected by extinction, have been selected. 
The percentage error in the integrated 
intensities due to counting statistics ranges 
from 0.4 % to 1 %. The data were refined 
on a modeI with anisotropic temperature 
factors. Fukamachi's atomic scattering fac­
tors for Mn2+ and F- were used [29]. The 
analysis of the y-ray data provides a 
shift in the x parameter of 8x = x(ll K) -
- x(300 K) = - (52 -+- 9) . 10-5 , from which 
a change in the birefringence was cal­
culated which is in excellent agreement 
with the experimental value. 

ln order to assess the degree of 
accuracy that can be achieved at present 
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with single crystal time-of-flight (TOF) 
neutron diffraction, extensive data sets 
have been taken at 300 and 15 K on MnF2 
at lPNS in Argonne, U.S.A., and compared 
with the results of a complete y-ray diffrac­
tion study performed on the sarne sample, 
a sphere of 3.7 mm diameter [30] . Table 1 
summarizes the results of the refinements 
with the room temperature data and 
Table 2 those obtained with the low 
temperature data. ln addition Table 1 
shows the results of the r·efinement of 
X-ray data by Alte da Veiga et al. [31]. 

At room temperature the values of the 
fluorine positional parameters from TOF 
neutrons and y-rays are virtually identical. 
Although the neutron data are less precise 
then the y-ray data, the standard deviation 
of the neutron x parameter is considerably 
smaller than the corresponding y-ray value. 
This is due to the difference between the 
scattering powers of the two atomic spe­
cies for the two kinds of radiation. A small 
but significant difference between the neu­
tron and the y-ray parameter is observed 
at low temperature. ln view of the very 
good agreement at room temperature it 
seems unlikely that the difference is due 
to systematic experimental error. This 
effect can be attributed to the non-coinci­
dence of the centre of the electronic 
charge distribution and the nucleus in the 
antiferromagnetic state. At low tempera­
ture the overall agreement between neu­
tron and y-ray temperature parameters is 
good. At room temperature the neutron 
values are consistently smaller which is 
attributed to thermal diffuse scattering 
included in the neutron diffraction peaks. 
The y-ray dafa . were corrected for TDS 
though the corrections were small because 
of the narrowness of the diffraction pro­
files. More sophisticated models are pre­
sently developed with the aim to localize 
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TABLE 1 - Results of the refinement of neutron time-of-flight, 1-ray and X-ray data 
taken at a MnF 2 single crystal at room temperature. 

T OF G X 

Mn U 11 (Â2) 0.00796(8) 0.00981(6) 0.0096(2) 

U aa 0.00558(16) 0.00687(6) 0.0071(2) 

u 12 - 0.00155(6) - 0.00153(11) - 0.0019(5) 

F u u 0.01433(8) 0.01564(13) 0.0155(4) 

U sa 0.00931(14) 0.00995(18) 0.0102(4) 

u 12 - 0.00755(5) - 0.00742(18) . - 0.0079(3) 

X 0.30491(3) 0.30492(8) 0.3050(2) 

wR (F2) 0.067 0.021 * 
No. of unique 

reflections 448 294 76 

* wR(F) = 0.01 

T OF = paramet ers obtained from TO_F neutron data (30]. 
G = paramet ers obtained from "f -ray data (30] . -
X = parameters obtained from X-ray data (31]. 

a significant change in the chargé density 
due to magnetic ordering. 

ln the neutron TOF diffraction experi­
ments the used wavelength range is from 
0.6 to 3.6 Â and extinction will be impor­
tant, especially because of the high quality 
of the large MnF2 single crystal. High 
resolution double-crystal y-ray rocking 
curves (32] showed a full width at half 
maximum of 10.5 + 1 sec. of are. If y is 
the ratio between the measured integrated 
reflecting power and the value calculated 
from kinematical theory, the data set can 
be characterized as following: 0.5 % of the 
reflections are in the range O < y <: 0.2, 
2.5 % in the range 0.2 < y < 0.4, 12 % in 
0.4 < y < 0.6, 36 % in 0.6 < y < 0.8 and 
49 % of the measure·d reflections in the 
range 0.8 < y < 1. Various - extinction 
models have been investigated: 

1. Isotropic type I formalism of Zacha­
riasen [33] (extinction dominated 
by mosaic. spread) . 

2. Becker & Coppens type I extinction 
with a Lorentzian mosaic distribu­
tion (34, 35]. 

3. Becker & Coppens type I extinction 
with a Gaussian mosaic distribution. 

4. Becker & Coppens type II extinction 
(particle size dominated). 

5. Anisotropic type I Zachariasen cor­
rection [36]. 

6. Random elas_tic deformation model 
bf Kulda [37]. 

Refinements were done on the complete 
data sets and on data sets where the most 
extinguished -reflections were excluded. 
As a funétion of the cut-off in y a signifi­
cant variatfon in the goodness-of-fit para-
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meter is observed indicating some failure 
of all models in the case of extreme extinc­
tion. The final refinements were therefore 
Gonfined to data with y > 0.4. The best fit 
was obtained with models 1 (and 5) and 2. 
The corresponding residuals are lower than 
those with the other models and, more 
important, it is only for these models that 
the· thermal parameters remain constant as 
the data set is reduced. The improvement 
of fit produced by introducing an aniso­
tropic extinction correction is hardly 
significant. ln addition, the anisotropy of 
the extinction has no effect on the aniso­
tropy of the thermal parameters. It is thus 
concluded that the extinction is isotropic 
within the experimental accuracy, which is 
in line with the weak variation of the 
FWHM of the high resolution ,.-ray rocking 
curves measured for different crystal orien­
tations. The overall agreement between the 
observed and fitted mosaic spread is 
excellent. From this we conclude that in 
the present case the extinction parameters 

represent a real physical situation and are 
not only adjustment parameters. The fact 
that model 1 and 2 are equally satisfactory 
initially seemed surprising since model 1 
is considered to give reliable results for 
small extinction only (y > 0.8). It is, 
however, not fortuitous since in the angu­
lar range of 30º to 60º, covered by the 
neutron TOF diffractometer, the ex­
pressions for y are virtually the sarne for 
both models. 

New developments m lhe treatment of 
extinctión 

Zachariasen's 1967 paper on extinc­
tion [33] is considered as a landmark and 
stimulated a lot of progress in the field. 
The theory by Becker & Coppens [38] has 
been proven successful in many applica­
tions, the discussion on the underlying 
physical principles continues. As an ex­
ample people have been puzzled by the fact 
that the assumption of a Lorentzian mosaic 

TABLE 2 - Results of the refinement of neutron time-of-flight, "T-ray and X-ray data 
taken at a MnF 2 single crysté'\l at low temperature. 

TOF G 

Mn U 11 (Â2) 0.00258(7) 0.00247(8) 

U 3a 0.00180(14) 0.00197(8) 

u 12 - 0.00037(5) - 0.00046(14) 

F u 11 0.00566(6) 0.00513(10) 

U 33 0.00399(13) 0.00337(15) 

u12 - 0.00253(2) - 0.00187(14) 

X 0.30480(2) 0.30442(8) 

wR (F2) 0.059 312 
No. of unique 

reflections 309 0.022 

TOF = paramet ers obtained from TOF neutron da ta (T = 15 K) [30]. 
G = paramet ers obta ined fro m 1 -r ay data (T = 11 K ) [30]. 
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distribution leads to a better agreement 
between measured and calculated structure 
factors, although a Gaussian is the more 
likely distribution. From modeling the 
thickness dependence of the integrated 
reflecting power measured with 0.0392 A 
y-radiation in annealed silicon crystals 
Schneider et al. [39] concluded that the 
physically unrealistic Lorentzian mosaic 
distribution models the effect of primary 
extinction in an extinction theory based 
on the energy-transfer model. Recently 
Sabine [ 40] analyzed the various extinction 
theories based on Darwin's intensity trans­
fer equations and found that Lorentzian 
or Fresnellian functions for the coupling 
constant can be used to describe primary 
extinction while secondary extinction re­
quires a Gaussian, rectangular or triangular 
function. 

ln a series of papers [38, 41] Kulda 
describes an extinction theory which does 
not make use of the mosaic model. His 
random elastic deformation (RED) model 
is based on a stochastic sequence of 
elastically deformed domains, which allows 
a more adequate treatment of primary 
extinction by direct use of dynamical 
diffraction theory. Secondary extinction is 
treated in the conventional way by solving 
the intensity coupling equations. 

Kato developed a statistical dynamical 
diffraction theory [42-44] which covers the 
full transition from dynamical to kinema­
tical diffraction behavior as a function of 
two correlation parameters, T and E, the 
first one describing short range and the 
second one describing long range correla­
tion. The integrated reflecting power is 
calculated as the sum of a coherent, an 
incoherent and a mixed term: 

R = Rcoh + Rmix + Rincoh · 

ln the limit of an ideally perfect crystal 
(E = 1) one gets R = Rcoh, which is equal 
to the value Rayn calculated from classical 
dynamical diffraction theory. For an ideally 
imperfect single crystal the coherent and 
mixed terms vanish and one gets the result 
which is usually determined from kin­
ematical diffraction theory. 

Fig. 4 shows the integrated reflecting 
power mE;!asured in transmission with 
0.0392 y-radiation at reflection 220 of a 
highly perfect Si single crystal as a func­
tion of the parameter A, which is the 
ratio of sample thickness and extinction 
length text = 0.216 mm. in the present 
case. The effective sample thickness has 
been varied by tilting the crystal around 
the scattering vector [45]. The experimen­
tal data are very well reproduced using 
the 220 structure factor as determined from 
X-ray Pendellõsung measurements [46]. 

ln order to check the statistical 
dynamical diffraction theories samples with 
a homogeneous distribution of defects : are 
needed. Czochralski grown dislocation free 
Si single crystals contain typically 20 ppm 
oxygen atoms which, at higher tempera­
tures, diffuse through the lattice to pro­
duce small agglomerates which grow into 
precipita te particles of sílica (Si02). 
A series of samples have been studied by 
means of neutron small angle scat­
tering [47]. For a crystal containing 
7.4 X 101 1 oxygen atoms per cmª and 
annealed for 72 hours at 750ºC one finds 
4. 3 . 1012 cm-3 cuboidal precipitates, 
280 . 280 . 22 A3 in dimension, their habit 
plane is i 100 ~ · These precipitates .will 
create a long range strain field and the 
resulting Huang diffuse scattering has been 
observed with high resolution y-ray diffrac­
tometry in the sarne sample [48]. Pendel­
lõsung oscillations have been measured 
with 0.0392 Â y-radiation in this material; 
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the result is shown in Fig. 5 [49]. The 
observed Pendellosung oscillations show 
the period expected from dynamical dif­
fraction theory for a perfect crystal, 
however, the experimental data are about 
50 % higher than the average value of 
the integrated reflecting power expected 
for a perfect crystal. The data are well 
described by the expression 

Rtheor = Rayn (A) + CDIFF ·A, 

Al A2 . A3 

The sarne data have been fitted to 
Kato's statistical dynamical diffraction 
theory and the result is shown in Fig. 6. 
The fit is satisfying, although a systematic 
deviation is clearly visible, the theoretical 
curve being too steep. The two parameters 
T / A, A = 7r • text and E are highly cor­
related in the present case and T/A was 
fixed to a value of 1.0. The value 
E = 0.99957(2) obtained from the fit is 

A4 AS 

R sections for partia! fits 

5.0 

t.5 

4.0 
t.3.81. 4675 t.9.66 5257 55.48 5839 A 

o 11.56 20.32 2457 28.ü2 30.95 33.50 3576 3780 39.65 t.1.34 1/1 

t crystal tilt an9le in degree 
34.21 

Fig. 4 - lntegrated reflecting power measured with 0.0392 A 1-radiation at 
the 220 reflection of a highly perfect float-zone grown Si single crystal. The 
experimental data are plotted as a function of the parameter A which is 
the ratio of · sample thic.kness and extinction length, as well as the tilt angle. 
The solid line represents the final fit of dynamical theory to 64 data 

points up to 1" = 34.21 º [ 45]. 

where CDIFF is a fitting constant. This 
result suggests that the weak diffuse scat­
tering caused by the Si02-precipitates is 
superimposed on the Pendellosung oscil­
l~tions characteristic of a perfect crystal; 
no interaction between coherent and inco­
herent scattering is observed . 
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very close to 1 and indicates that the 
deviation of the sample from a perfect 
crystal is somehow very small. It certainly 
is premature to consider the observed 
discrepancy between experiment and 
theory as a shortcoming of the latter. 
Rather, one should consider that the 
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experiment may deal with a very special 
case. The average value of the dynamical 
reflecting power is reached after penetra-

tion into the crystal of approximately 
0.1 mm, whereas the diffuse scattering is 
from the whole crystal, 10 mm thick. 
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Fig. 5 - Pendellõ'sung intensity beats measured with 0.0392 A •-radiation 
in a Czochralki grown Si crystal containing 7.7 X 1011 cm-3 oxygen atoms 
after annealing for 70 hours at 770ºC. Comparison is made with the result 
from dynamical theory, Rdyn, and its superposition with a scattering term, 
Rdi ff , proporÜonal to the _parameter A = T/ text and thus the sample 

thickness. 
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Therefore the diffuse scattering is strongly 
enhanced compared to the Bragg scat­
tering, which may explain the fact that a 
simple superposition of dynamical and dif-

fuse scattering gives a better fit than the 
application of Kato's theory. 
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Al Hadad and Becker [50] introduced 
corrections to Kato's original solution which 

E = 099957 (2) 
(T Ili = 1.0) 

52.0 56.0 60.0 64.0 
A 

Silicon (220) 

Rtheor = Rcoh + R incoh 

f-~~-i~ -- - -- --

Rincoh 

20.0 40.0 60.0 

A 
Fig. 6 - Comparison of the experimental data shown in Fig. 5 with the best 
fit of Kato 's statistical dynamical theory. E is the parameter describing long 
range correlation. The parameter ~. describing short range correlation, was 
fixed to a value equal the Pendellosung length 

_'\. = 'lt • text · The parameter A = T/ text· 
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have a significant effect, even in the case 
of crystals with a high degree of long 
range perfection. The authors apply their 
expressions to experimental measurements 
on parallel plates of Si with different dis­
location densities by Olekhnovich et al. [51]. 
The modified theory reproduces the obser­
vations quite well. 

ln arder to make further progress in 
the development of extinction theories, i. e. 
to improve our understanding of the dif­
fraction process in imperfect single crys­
tals, the new theories have to be probed 
against experimental data obtained on 
samples with well characterized, homo­
geneously distributed defects. The defect 
structure created in Czochralski grown Si 
single crystals by annealing them at tem­
peratures between 750 and 1300ºC appears 
to be most suitable for such studies. ln a 
first step y-ray diffraction studies can 
probe the basic concepts of the statistical 
dynamical theories of the kind introduced 
by Kato, because absorption is very weak, 
anomalous dispersion does not occur, and 
due to the small Bragg angles of typically 
1° the diffraction geometry is quasi one­
dimensional, polarization effects can be 
neglected. Next neutron diffraction experi­
ments should be performed on the sarne 
samples using various wavelengths because 
absorption, anomalous dispersion and polar­
ization effects are againeither weak or 
non-existant, but the full range of Bragg 
angles occurs and those aspects in the 
theories dealing with boundary conditions 
related to the scattering geometry can be 
tested. ln a third step diffraction experi­
ments with synchrotron radiation should 
be performed, always on the sarne material. 
Here one can tune the wavelength such 
that the importance of absorption, anoma-

lous dispersion and polarization effects 
increases. ln this context one should men­
tion that for the first time diffraction 
experiments with 145 keV synchrotron 
radiation have been performed at CHESS 
in Cornell, USA, recently [52]. Annealed 
Si crystals have been investigated and it 
became clear that experiments of that type 
can be performed with wavelengths as 
short as 0.05 A. As a by-product of extinc­
tion studies along these lines one can also 
develop materiais very well suited for 
X-ray optical <levices, i. e. via a special 
annealing process the Si crystal was 
internally deformed in such a way, that 
the FWHM of the diffraction pattern for 
145 keV photons increased from approxi­
mately 0.2 to 8 sec. of are, a plateau of 
maximum reflectivity was observed, 4 sec. 
of are wide [53] . 

Thanks are due to Prof. A. Kirfel for 
kindly providing the synchrotron radiation 
diffraction data prior to publication. 
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INELASTIC SCA TTERING OF SYNCHROTRON RADIATION 

w. SCHÜLKE 

Institute of Physics, University of Dortmund, 
D-4600 Dortmund 50, F ed . R ep . of Germany 

ABSTRACT - With respect to the fundamental information which can be obtained 
by means of Inelastic X-ray Scattering Spectroscopy (IXSS), three different experimental 
demands can be distinguished; (i) the Compton scattering regime, where IXSS yields 
information about electron distribution in momentum space, (ii) the regime of electron 
excitation, where the long and short range correlation connected with excitations in 
a many electron system can be followed up, and (iii) the regime of collective ion 
excitation, where IXSS with very high energy resolution makes feasible the measurement 
of phonon dispersion. 

The fundamentais of these three regimes of IXSS, the corresponding synchrotron 
experiments and their results are reviewed. Finally two peculiarities of IXSS with 
Synchrotron radiation are stressed: (i) Coherent inelastic scattering which yield 
information about nondiagonal elements of the density matrix in momentum space 
and nondiagonal elements of the reciprocai dielectric matrix, respectively, (ii) magnetic 
inelastic scattering. 

1 -- INTRODUCTION 

Inelastic X-ray Scattering Spectroscopy 
(IXSS) provides the most direct access to 
correlated motion of electrons in many 
particle systems and may therefore con­
tribute to the solution of actual problems 
of solid state physics which are connected 
with the adequate description of quasi-par­
ticle properties beyond approximations 
commonly in use. ln principie, this poten­
tiality of IXSS is well known since the 
late thirties. But only the advent of strong 
sources of Synchrotron radiation in the 
photon energy range from 5 ke V to 20 ke V 
has made possible inelastic scattering 
experiments on condensed matter systems 
with better than 1 eV resolution and a 
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high signal to noise ratio. Thus very 
accurate information about the dynamic 
structure factor S (q, w) of the scattering 
electron system becomes available for a 
wide range of energy (ti w) - and momen­
tum (q) - transfer opening insight into 
both long-range and short-range correla­
tion and into the elementary excitations 
connected with these correlations in an 
inhomogeneous many electron system. 

Besides some fundamentais of IXSS, 
which are presented in section 2, sec­
tions. 3-5 are devoted to the three types 
of inelastic X-ray scattering experiments, 
which has to be distinguished with respect 
to the correlation in time and space one 
is looking at. Moreover in section 6-7 two 
peculiarities of IXSS experiments are 
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stressed which became possible as a con­
sequence of the unique properties of Syn­
chrotron radiation: Inelastic scattering uti­
lizing Bloch-type initial photon states 
(coherent inelastic scattering) , and inelastic 
scattering of circularly polarized X-rays 
(spin selective inelastic scattering) . 

2 - FUNDAMENTALS 

A typical IXSS-experiment measures 
the double differential scattering cross 
section d2CT/ (dn dw) by using a monochro­
matic and well collimated primary beam, 
by fixing experimentally a certain solid 
angle element da of the scattered radiation 
and by energy analyzing the scattered 
radiation. Thus the transferred energy n w 

and the transferred momentum ft q are 
well defined for one data point of an 
experimental spectrum, which, in all cases 
mentioned here, is a constant q-scan. 

The double differential scattering cross 
section can be separated into two pieces 

= ( :~ )
0 

S (q , w) (1) 

where the dynamic structure factor S (q, w) 

reflects properties of the scattering sam­
ple in the absence of the perturbing probe, 
since the scattering process is governed 
by the weak coupling determined by the 
Thomson scattering cross section, (dCT/ dn ) o, 
so that it can be treated in lowest order 
Bom approximation. 

By taking into account only terms of 
the system Hamiltonian which are qua­
dratic in the vector potential of the photon 
field (non resonant case) one gets in 

lowest order perturbation theory for the 
dynamic structure factor 

S (q, w) = !. 1 < f 1 !. e i q . .ri 1 i > i 2 
f j 

X 8 (Er - Ei - nw) (2) 

where 1 i > and 1 f > are the initial and the 
final state of the scattering system respec­
t ively. Ei and Er are the corresponding 
energies. The position ri of the j-th elec­
tron of the system determines the scat­
tering phase exp (i q · ri). 

Following van Hove [l], one can uti­
lize the Heisenberg representation of the 
time dependence of the scattering phase 
operator exp (i q · ri ), ending up with an 
expression for S (q, w) , which does not 
contain explicitely the final states 

By introducing the two-particle density 
function 

n2 (r', r, t) - < i 1 2: 8 (r' - ri (o)) 
jj' 

X 8 (r' + r - r i' (t)) ! i >, 
(4) 

one gets equ. (3) in the following form: 

1 fff - i wt S (q, w) = 
2

1T dt e 

·- i q . .r 
X n 2 (r', r, t) e dr dr'. 

(5) 

n2 (r', r, t) is , in the classical limit, the pro­
bability density of finding an electron at 
time t = o at r', and (the sarne or another) 
electron at time t' at r' + r. Equa-
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tion (5) reveals best the information about 
the correlated electron motion which is 
provided by the measurement of S (q, w): 
The dynamic structure factor is the Fourier 
transform in time and space (r) of the two 
particle density function, more precisely, 
the dynamic structure factor is the Fourier 
transform. Thus, for instance, the rela­
tionship between the quasiperiodicity of 
correlation distances as found in the collec­
tive motion of many electron systems and 
the frequency of this motion (plasmon 
dispersion) can be studied. 

What type of correlated motion one is 
looking at with a concrete experiment, 
depends on the relation between the 
momentum transfer, q, and the interparticle 
distance, a, on the one hand, between the 
measured energy transfer n w and charac­
teristic energies of the scattering system 
on the other hand. 

Therefore, one has to distinguish be­
tween three types of IXSS-experiments: 

Compton scattering regime: 

If li w >> characteristic energies of the 
electron system (Fermi energy, binding 
energy) and if 271'/ q < a, one is observing 
(within the classical limit) the correlation 
between the position of the sarne particle 
at very small time intervals. This means 
that information is obtained about the 
momenta of single particles (momentum 
distribution) , where one has to guarantee, 
by choosing fi w, that the time interval 
271' / w is short enough to prevent the 
remaining system to become rearranged 
(impulse approximation [2]). 

ii Regime of electron excitations 

If f;, w :::: characteristic excitation ener­
gies of the electron system (plasmon 
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energy) and if 271'/q ? a, one is observing 
the correlated motion of different particles 
connected both with individual and collec­
tive excitations of the system. 

iii Regime of collective ion excitation 

If an energy transfer ti w can be 
experimentally resolved, which is compa­
rable with the excitation energy of the 
collective motion of the ion cores (pho­
nons) , and if 271' / q :::: intera tomic distance, 
one gets, within the limits of the adiabatic 
approximation, information about the cor­
related motion of the ion cores (phonons, 
collective excitations in amorphous and 
liquid matter). 

ln principle, the dynamic structure fac­
tor can also be measured by means of 
inelastic electron scattering, where the 
double differential scattering cross section 
is given by 

= ( :~ ) R S (q, w), (6) 

where the Rutherford scattering cross 
section 

4 e4 m2 

fi2 q4 (7) 

is by many orders of magnitude larger (for 
small q) than the Thomson cross section 
and depends strongly on q, so that nearly 
forward scattering is extremely accen­
tuated. The differences between photon and 
electron scattering makes both methods 
complementary. 

The advantages of IXSS compared with 
inelastic electron scattering is the un­
limited range of momentum transfer q, the 
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small amount of multiple scattering and 
the true bulk information, whereas the 
advantages of inelastic electron scattering 
over IXSS are the access to the limit 
q z o, the surface sensitivity and the 
unlimited range of the atomic number Z 
of the scattering sample. 

3 - COMPTON SCATIERING REGIME 

ln sect. 2 it was stated, that within the 
limits of the impulse approximation [2] 
( "h w > Ec (Ec = characteristic energies of 
the scattering system), and 27T/q < <a 
(a = interparticle distance)), the measure­
ment of the double differential scattering 
cross section provides information about 
the momentum density distribution n (p) 
of the electrons. By means of a rigorous 
calculation one obtains the following re­
lation: 

( :~ ) 
0 

(2~) 3 J dp n (p) 

X 8 ( w - - n q2 
- _E_:_9_ ) . (8) 

2m m 

A constant q-scan yields direct information 
about projections of the electron momen­
tum density n (p) on the scattering vec­
tor q (see the argument of the 8-function 
in equ. (8)). The measurement of a larger 
number of those projections with different 
directions of q makes feasible the recon­
struction of the complete three dimensional 
momentum density n (p) [3], [4]. 

A most recent review of Compton scat­
tering experiments has been given by 
Cooper [5). Till now most of the Compton 
experiments, that keep a certain standard 
with respect to statistical accuracy, have 
been performed by using y-ray sources and 
solid state detectors for energy analysis. 

The limited energy resolution of this 
technique enables a momentum space 
resolution not better than 0.45 a. u. 

Only the advent of strong sources of 
Synchrotron radiation in the energy range 
from 30-50 keV makes feasible crystal 
dispersive techniques for the energv ana­
lysis of the scattered radiation. The better 
energy resolution of these techniques leads 
to a momentum space resolution of about 
0.1 a. u. together with a statistical accuracy, 
that might keep the standard of more 
than 5 X 106 counts in the whole Compton 
profile for atomic numbers Z < 20. 

Experiments of this kind have been 
performed by G. Loupias at LURE [6] (but 
only with a primary energy of 10 keV), 
by a group at the Photon Factory in 
Japan [7], [8], [9] and are in preparation 
at HASYLAB, Hamburg [10), [11) . 

A typical set-up of those Compton 
experiments with Synchrotron radiation is 
shown in Fig. 1. The white Synchrotron 
light is monochromatized and focused onto 
the scattering sample. The energy analysis 
is performed by means of a Cauchois type 
analyzer in connection with a position 
sensitive detector placed at the Rowland 
circle. 

Whereas the Japanese group till now 
has only reproduced well known Compton 
profile anisotropies of Si [8] , the L\JRE 
group has tackeled two real physical 
problems. 

By comparing the measured Compton 
profiles of Be [12) with a local density-func­
tional calculation done by Chou et al. [13), 
Loupias et al. found the exchange correla­
tion correction [14) of the local density 
results of Chou not well represented by 
the homogeneous electron gas correction as 
proposed by Rennert [15). This statement 
is in agreement with findings of Bauer and 
Schneider on Cu [16). 
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The measurement of Compton profiles 
of graphite and Li-intercalated graphite 
(LiC6) [17) has shown that neither the 
rigid band model for the states of electrons 
donated by Li nor a nearly free electron 
behaviour could account for the profile 
differences between graphite and LiC6 • 

HARWI 

DORIS 

transferred energy is comparable with the 
energy of electron excitations and the reci­
procai transferred momentum, 27r/ q, is 
comparable with the mean electron dis­
tance, the measurement of the energy 
distribution of inelastically scattered X-ray 
photons provides a very detailed picture of 

Fig. 1 - Experimental set-up of the Compton spectrometer at the 
HARWI-beamline of HASYLAB 

PMC = plane monochromator crystal 
Sl:'"MC = sagittal focusing monochromator crystal 
SS = scattering sample 
CTAC = Cauchois type analyzer crystal 
PSD = position sensitive detector 
RC = Rowland circle 

A more sophisticated band structure cal­
culation of the corresponding Compton 
profiles [18) could reproduce the profile 
differences quite well and has related them 
to the special shape of the LiC6-Fermi 
surface. 

4 - REGIME OF ELECTRON 
EXCITATIONS 

It was established in sect. 2 that under 
experimental conditions, where both the 
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correlated motion in the scattering elec­
tron system, as given in equ. (5). It is very 
common in solid state physics to represent 
the interparticle correlation of an electron 
system by a response function, Im e-1 (q, w), 

rather than in terms of the two-particle 
density function, where e-1 (q, w) is the 
reciprocai dielectric function (if one wants 
to include local field effects, e-1 (q, <o) has 
to be replaced by [e-1 (q, w) )00 , the 0-0-term 
of the inverse dielectric matrix [19)). 
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Rewriting equ. (5) in terms of the dielec­
tric response function, one ends up with 

S (q, w) = (- ti q2/ 47r2 e 2 p) Im e-1 (q, w) 

(9) 

where p is the electron density. 
If one neglects local field effects 

Im e- 1 (q, w) is simply connected with the 
dielectric function 

e (q, w) e1 (q, w) + i e2 (q, w) (10) 

via 

lm e-1 (q, w) = - e2 (q, w) / (e1 (q. w) + 
+ c.Hq. w)) (11) 

The collective excitations of the system 
are represented by peaks of the response 
function Im e-1 (q, w) as due to zerns of 
e1 (q, w) at positions of (nearly)-zeros of 
E2 (q, w) (plaSIDOn pOleS). 

Within the limits of the random phase 
approximation €2 (q, w)' the imaginary part 
of the dielectric function, is directly 
related to the individual excitations of 
electrons. Written in terms of a Bloch-type 
one electron representation of the system, 
this relation reads as follows: 

471"2 e2 !i. q . r 
e (q w) =--- ~ l<k',l' Je Jk,l>J2 

2 ' 2 k ' , l' 
q k , l 

X [f0 (k', l') - f 0 (k, l)] 

X 8 (lí w + E (k, l) - E (k' l')), 

(12) 

where k is the Bloch wave vector , l the 
band index, E (k, l) the energy and fo (k, l) 
the occupation number of the Bloch state. 
Thus c. 2 reflects the joint density of states 
(JDOS) via the 8-function, weighted by the 
squared matrix element, which connects 
occupied with nonoccupied one-electron 

states and can produce symmetry projec­
tions of the JDOS. 

According to equ. (12) e
2 

(q, w) may 
also describe transitions from core states 
into unoccupied states above the Fermi 
levei. ln this case e2 (q, w) should exhibit 
an edge like structure at tt '.J.) = EB , where 
EB is the binding energy of the core elec­
trons. Since in this case El (q, w) ::::: 1, this 
edge-like structure is also found in 
Im e-1 (q, w), and because of equ. (9) also 
in d2a/ (dn dw). Furthermore, if q a << 1 
(a-core-radius) the dipole approximation of 
the matrix element in equ. (12) 

iq . r < k', l' 1 e 1 k, l > ::::: q · < k', l' 1 r 1 k, l > 
(13) 

is justified, so that the edge structure of 
d2a/ (dn dw) should be identical with the 
edge structure in corresponding X-ray 
absorption spectra [20). Then q in IXSS 
plays the sarne role as the electric field 
vector in absorption spectroscopy. 

By utilizing the f-sum rule 

f S (q, w) wdw = li q1/ 2m (14) 

o 

one can measure d2a/ (dn dw) and therewith 
also Im e- 1 (q , w) on an absolute scale, so 
that also e1 (q, w) and e

2 
(q, w) can be 

extracted directly from the experimental 
data by means of Kramers-Kronig-trans­
formation [21). Thus a very direct com­
parison between IXSS results and band 
structure calculations becomes feasible. 

\Vhen IXSS experiments are performed 
using conventional X-ray sources, the 
energy resoiution is limited by the natural 
line width of the characteristic radiation, 
the statistical accuracy is poor because of 
the relative low flux compared with 
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Synchrotron sources and the signal to 
noise ratio is low due to the contamination 
of the spectra with bremsstrahlung. A re­
view of the state of art of conventional 
technique has been given by Platzman 
[22, 23]. 

We have started IXSS experiments with 
Synchrotron radiation at HASYLAB, Ham­
burg in 1983 by using an experimental 
set-up [24], which is shown in Fig. 2. An 
energy resolution of better than 1 eV and 
signal to noise ratio of better than 300 in 
the case of Li could be achieved. 

inverse geometry, that means by changing 
the primary energy and by keeping fixed 
the passband of the analyzer. 

Additionally one can choose the Bragg 
angle of the monochromator such that the 
energy distribution, which is generated at 
the sample position along the Rowland 
circle due to the vertical divergency of the 
Synchrotron beam, is Bragg reflected 
simultaneously by the analyzer. As a con­
sequence, the transmitted passband t.Et is 
much larger than the energy width t.Er 
which determines the energy resolution of 

Fig. 2 - Experimental set-up for IXSS with 1 e V resolution 

DCM = double crystal monochromator 
SS = scattering sample 
SBC = spherically bent analyzing crystal 
SSD = solid state detector 
RC = Rowland circle 

The white Synchrotron beam is mono­
chromatized by means of a fixed exit 
double crystal monochromator. The scat­
tering sample is positioned at the Rowland 
circle of a spherically bent Si crystal so 
that the Bragg angle is near 7r/ 2, which 
guarantees a high energy resolution for 
the inelastically scattered beam. The cons­
tant-q spectra (scattered intensity as a 
function of "') are obtained in so called 
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the experiment, so that the transmitted 
intensity can be increased by more than 
a factor 5 without sacrificing resolution 
(dispersion compensation [25]). 

Using this experimental set-up the dy­
namical structure-factor S (q, w) has been 
measured on Li [26, 27] , Be [28, 29), 
graphite [21), and Li-intercalated graphite 
(LiC) [30) for a wide range of q (0.3 a. u. 
< q < 2.0) and including also the core 
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excitation spectra which have been dis­
cussed separately [31, 32, 33]. 

The most important physical conclusion 
which could be drawn from these measure­
ments can be summarized as follows: 

ln the intermediate range of q, that is 
the range of q, where plasmons are no 
longer well defined elementary excitations 
( q > qc ; qc = cutoff wave vector), but 
where q is not large enough to follow only 
the movement of individual electrons 
(Compton regime), the dynamic structure 
factor S (q, w) of electrons in Li and Be is 
not well represented by the random phase 
approximation of a homogeneous electron 
gas. The overall shape of the experimental 
S (q, w)'s could be brought in agreement 
with calculated ones, if both correlation 
effects via a static local field correc­
tion [34, 35] and lifetime effects in a 
scheme, first proposed by Rahman and 
Vignale [36], were taken into account [27, 
28, 29]. 

The dynamic structure factor S (q, w) 
of Li and especially of Be exhibit a very 
rich fine structure, which depends strongly 
on the q-direction. Most of this fine struc­
ture could be attributed to excitation gaps 
due to energy gaps of the excited states 
across zone boundaries in the extended 
zone scheme [27, 28, 29] as already pro­
posed by Foo and Hopfield [37] and 
thoroughly discussed by Sturm and Oli­
veira [38]. It has been shown [29] that the 
dispersion of this fine structure can be 
used to get data about the dispersion of 
occupied energy bands. ln the case of 
Be [28] the existence of a new collective 
mode above qc the so called zone bound­
ary collective state [37], could be clearly 
demonstrated by additional zeros of 
e1 (q, w), as deduced by Kramers-Kronig 
transformation. Part of the fine structure 

of S (q, w) found in Li and Be could not 
be attributed to excitation gaps on a 
single zone boundary perpendicular to q. 
Nevertheless, also this part of the fine 
structure exhibits a certain dependence on 
q-orientation, at least for Be, so that the 
following question must be left unsolved: 
Is the fine structure also present in the 
homogeneous electron liquid, as first de­
duced by Platzman and Eisenberger [39] , 
or is it the result of cooperative action of 
more than one zone boundary, as discussed 
by the author [29]. 

The measurements of S (q, w) of 
graphite, above all those with q // c-axis, 
together with the Kramers-Kronig-analysis 
of the results have provided interesting 
information about the graphite band struc­
ture [21]. The first time e2 (q, w) could be 
derived for q / / c-axis and for a large range 
of q. By utilizing dipole selection rules 
and the q-dependence of the transition 
matrix element of equ. 12, transition from 
occupied 7r-states into the so called inter­
layer states of graphite, as predicted by 
Posternak et al. [40], could clearly be 
identified. Thus a very direct access to the 
interlayer states is opened, which are of 
large importance for the understanding of 
int.ercalation. The measurements of S ( q, w) 
on Li-intercalated graphite (LiC

6
) [30] have 

supported the above statement by showing 
a 2 eV-shift of the interlayer state with 
respect to the occupied 7r- and u-states 
upon intercalation. 

The measurements of the K-edge struc­
ture of Li, Be, graphite and LiC6 in the 
S (q, w)-spectra for q · a < 1 (a = core ra­
dius) have revealed a very near resem­
blance of these spectra with corresponding 
absorption spectra [31]. Discussing these 
results .it was stressed [32, 33] that the 
unique possibility, to obtain K-edge spec-
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tra of low-Z elements using high energy 
X-rays in the 20-50 keV region, could be 
exploited, whenever these spectra are 
demanded from samples in special envi­
ronments, where the application of soft 
X-rays ar electrons is impossible. 

find peaks of S (q, w) in constant q-scans 
for q =-= Q + g at the phonon energies 
11 w (Q), where Q is the phonon wave vec­
tor and g a reciproca! lattice vector. 

Fujii et al. [ 42] and Dorner and Peisl 
[43] have first stressed the fact that 

F.ig. 3 - Experimental set-up for IXSS with 10 meV resolution (43) 

5 - REGIME OF ION EXCITATION 

As stated in section 2, also the access 
to collective ion-excitation (phonons) could 
be opened by means of inelastic X-ray 
scattering, provided the energy resolution 
could reach the meV-range. It has been 
shown [41] that in this case the dynamic 
structure factor can be calculated as 
follows by making use of the adiabatic 
approximation: 

S (q, w) = 2lr. I dt € - i wt 

X < I i ~ f1, e - iq . R l' (t) f zeiq · R z(o) ! I >, 
ll' 

(15) 

where R1 is the position vector of the l-th 
ion core with form factor f1 and 1 I > de­
notes the ground state of the ion system. 
By analogy with corresponding expressions 
for inelastic neutron scattering, one will 
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inelastic X-ray scattering with 10 meV 
energy resolution should become feasible 
when using Synchrotron radiation. 

The first who have realized this kind 
of ambitious expedment were Burkel et al. 
[44] following the proposal of ref. 43 by 
using an experimental set-up which is 
sketched in Fig. 3 :. 

White Synchrotron radiation is nearly 
back-Bragg reflected and focused onto the · 
sample by means óf a spherically bent Si 
crystal, the surface of which has to be 
facetted in order to prevent elastic strains 
from bending whi.ch would destroy the 
high energy resolution obtained by a Bragg 
angle very near to r./ 2. The scattered 
radiation is energy,: analyzed by means of 
a spherically bent .Si crystal machined in 
the sarne manner as the monochromator. · 
The energy analysis is performed by 
scanning a temperature difference between 
monochromator and analyzer, so that the 
difference in the lattice spacing shifts the 
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passband transmitted by the monochroma­
tor (inverse geometry). 

This set up has stood the test by 
measuring for the first time a phonon 
dispersion curve (Be) by inelastic X-ray 
scattering [ 45]. 

The advantage of ultra high resolution 
IXSS over inelastic neutron scattering is 
both the decoupling of energy- and mo­
mentum transfer with IXSS, so that high 
excitations connected with small momen­
tum transfer can be investigated, and the 
possibility to focus the monochromatic 
beam onto small samples. 

6 - COHERENT INELASTIC 
SCATTERING 

As shown in section 3, IXSS in the 
Compton scattering regime yields informa­
tion about the momentum density of elec­
trons with equal weight at every position 
of the crystal unit cell. ln the language of 
quantum mechanics, averaging over posi­
tion space means that only diagonal ele­
ments of the momentum space one-particle 
density matrix are involved in conventional 
Compton scattering. 

The sarne is true with IXSS in the 
regime of electron excitations. It was 
shown in section 2 that also the informa­
tion about the two- particle density func­
tion n2 (r', r, t) is position space averaged 
with respect to the coordinate r' of the 
reference particle. ln the language of the 
theory of dielectric response this means 
that only information about diagonal ele­
ments of the reciprocai dielectric matrix 
can be obtained by means of conventional 
IXSS. 

But it has been pointed out by the 
author that for both, the Compton regime 
[46, 47] and the regime of electron excita-

tion (48], a certain element of position 
space selectivity can be brought into play 
by using a standing wave field 

E(r) = AeiKº .r + Beicpei(Ko+g)-.r 

(16) 

as initial photon state of an inelastic scat­
tering experiment, where K

0 
is the wave 

vector of the incident wave. 
Such a standing wave field can be pro­

duced within the scattering sample by 
bringing the sample into Bragg-position 
with respect to one reciprocai lattice vec­
tor g. As predicted by the dynamical 
theory of X-ray diffraction [49], the phase 
factor exp (i cp) in equ. (16) is determined 
by the exact angular position within the 
Bragg reflection range, the width of which 
is of the arder of a few seconds of are. 

With a standing wave field as initial 
photon state the double differential scat­
tering cross section gets an additional 
interference term and reads as follows 

( :~ )
0 
j S (q, w) + 2 COS cp 

X A2A: B2 S (q, g, w) ~ 

where 

S (q, g, w) = JJ J dt e - iwt n2 (r', r, t) 

- i q . r - i g . .r' 
X e e dr dr'. 

(17) 

(18) 

This means that the interference term 
contains information about the g-th Fou­
rier component of n 2 with respect to the 
reference particle coordinate r', rather than 
the r'-space average (see equ. (5)). 
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This additional information can be 
expressed in terms of nondiagonal ele­
ments of the momentum space density 
matrix r (p + g, p) for the Compton scat­
tering regime (impulse approximation), 

s (q, g , ui) = J dp r (p + g, p) 

h q2 _p·q ) 
X 13(w - - - • 

2m m 
(19) 

proposed r (p + g, p) is real and both plane 
wave components of the standing wave 
field form the sarne angle with the scat­
tered wave. (For more details see [50]) . 

For the regime of electron excitations 
the additional information of the inter­
ference term of equ. (17) can be expres­
sed in terms of nondiagonal elements of the 
inverse dielectric function e- 1 (q, q -!- g, w) 

S (q , g, w) 
" q2 

--
2 2 

Im e-1 (q, q ·f- g, w). 
47T e p 

(20) 

Coherent inelastic scattering experi­
ments in the Compton scattering regime 
have been performed by using Synchrotron 
radiation by Golovchenko et al. [51] and 
by means of conventional X-ray technique 
by Schülke et al. [47, 52]. Experiments in 
the regime of electron excitations are 
underway [53] . 

ln all cases. the scattering sample is 
the second crystal of a non-dispersive dou­
ble crystal setting. For the Compton 
measurements the scattered radiation was 
analysed by a solid state detector, so that 
the results are poor with respect to 
momentum space resolution. The coherent 
scattering experiments in the regime of 
electron excitations were dane using crys­
tal dispersive analysis [53]. 
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7 - · MAGNETIC INELASTIC 
SCATTERING 

Since magnetic X-ray scattering is 
reviewed separately at this conference [54] 
magnetic inelastic scattering should be 
mentioned here very briefly. 

It was first pointed out by Platzman 
and Tzoar [55] that one can extract 
information about magnetic properties of 
matter from inelastic scattering by making 
use of the fact that the scattering ampli­
tude Mj is composed of the Thomson scat­
tering amplitude r0 A (in the sections 1-6 
only this part of the scattering amplitude 
was considered) and a much weaker 
magnetic scattPring amplitude i r 0 D · ~ J , 

So that 

where D is a complex expression con­
taining polarization- and wave-vectors of 
the incident and scattered beam, respec­
tively, and ª j is the spin vector of the 
j-th electron. r 

0 
is the classical electron 

radius. Equ. (21) applies to systems where 
only the interaction of the photons with 
the spin induced magnetic moment has to 
be taken into account and where the orbi­
tal magnetic moment can be neglected. 
It is important that A is of arder one 
but J D J is of arder h w1/ mc2, where n w1 

is the primary photon energy. Furthermore, 
it is decisive for the magnetic scattering 
experiments that D is real for linear pola­
rized incident photons but complex for a 
circularly polarized incident wave. 

Writing the double differential cross 
section in a form analogous to equ. (2) : 

= ~ 1 < f l 2: M · ei q . r j 1 i > 12 
f j J 

X 13 Er- Ei - fíw) , 
(22) 



130 W. ~CHÜLKE - Inelastic scattering of synchrotron radiation 

one sees that, besides t.he Thomson scat­
tering term which is proportional to A2, 

the interference term petween Thomson 
and magnetic scattering can be of impor­
tance, whereas the squared magnetic scat­
tering amplitude can be neglected, since 
ft wifmc2 is between 10-1~- 10-2. 

But this interference term has only real 
values if D is complex, 'that means, if the 
incident wave is circularly polarized. 

Some experiments with circularly pola­
rized Synchrotron radiation have already 
been performed, where this interference 
term is utilized in the Compton scattering 
regime in order to get ·.information about 
spin densities in momentum space [56-62]. 

But it should be mentioned that this 
kind of experiments coµld also be rather 
informative when done in the regime of 
electron excitation. Including the inter­
ference term between Thomson and mag­
netic scattering one obt~ins the following 
expression for the double differential scat­
tering cross section 

dn dw = r~ A2 ~ S ~ (q, w) + S t (q, oiH 

+ 2 Im (A* Dz) ~ S t (q, w) - S i (q, w) r 
(23) 

where t and i means spiFl up and spin down, 
respectively. Thus valuable information 
about electronic excitafions of electrons 
with unpaired spins cou\d be obtained. 

Funded by the German Federal Minis­
ter of Research and Technology under 
Contract No. 05 334 AX B2. 
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CHARGE DISTRIBUTION, INTERMOLECULAR POTENTIALS AND 
COMPUTER SIMULATION IN AQUEOUS INORGANIC SYSTEMS 
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Department of Chemistry 
Uppsala Univers ity 
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S-751 21 Uppsala, Sweden 

ABSTRACT - An overview of computer simulation methods is given. Simple 
potentials commonly used in computer modelling of aqueous systems are exemplified, 
and improvements to the intermolecular · pair potentia!s are discussed in terms of a 
more detailed description of the charge distribution and the inclusion of non-additive 
effects. 

1 - INTRODUCTION 

Since the introduction in 1953 of the 
Monte Cario (MC) method by Metropolis 
et ai [1] for a system of hard-sphere par­
ticles, and the pioneering Molecular Dy­
namics (MD) work of Alder and Wainwright 
in 1957 [2], also on a fluid of hard spheres, 
the number and variety of systems attacked 
by computer simulation have increased 
tremendously. Computer simulation tech­
niques have become invaluable tools m the 
ínterpretation of experimental studies of 
condensed matter and in the prediction of 
new results. The structure and dynamics 
of liquid water, solvation of biomolecules, 
protein folding, the structure of interfaces, 
crystal growth, melting and phase transi­
tions are just a few examples of the diver­
sity of the method. When experimental 
data is not available, computer simulation 
techniques can be used to provide such 
data, and are therefore also referred to as 
«computer experiments». (A more funda-
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mental aspect of computer simulations is 
the application to very simple fluid sys­
tems, where they can serve as a check 
against analytical theories and elucidate 
basic principies of physics). 

The core of a simulation study is the 
potential model, which represents the in­
teractions in the many-body system. For 
long range interactions, it may be adequate 
to set the interaction between neutral 
molecules to zero or treat an ion as a 
point charge, while at short range it is 
essential to account for the electron dis­
tributions of the interacting molecules in a 
more elaborate way, with repulsive elec­
tron overlap and polarization of the elec­
tron clouds appropriately reflected in the 
model. Fig. 1 shows the calculated redis­
tribution of the electron density due to the 
intermolecular interaction in a water dimer. 
There is a complicated electron rearrange­
ment involving a polarization of both 
molecules. A third molecule approaching 
would interact with this polarized dimer, 
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rather than with two unperturbed water 
molecules. If the purpose is to model a 

, «real» system, the potential model has to 
reproduce not only the dimer interaction 
energies, but ideally also account for the 
fact that «all» molecules interact simulta-

Although under continued development, 
the potential functions currently used in 
computer simulations, are - for economic 
reasons - very simple in form. 

By means of a few examples, this brief 
review will illustrate the connection be-

~ 

, ' / \ 
- ;, - ' \ . , ,,,,,.. ... \ \ 

. ~ .;:- ' ~ 1 , 

l', ', J I 
1 II 

1 1_ , I I 
1 , 

' - ,., 

Fig. 1 - The electron redistribution in a water dimer, i. e. the total electron 
density of the dimer minus the two monomer densities [3]. The section shown 
bisects the H-0-H angle of the lower water molecule and coincides with 
the plane of 'the upper molecule. Calculations using the program RONDO [4], 
basis sets of double-zeta plus polarization quality. Positive contours (electron 
excess) are drawn as solid Iines, negative contours (electron deficiency) are 
dashed; the zero contour is omitted. Contour leveis at ± 0.001, ± 0.0015, 
± 0.002, ± 0.004, ± 0.008, ± 0.02, ± 0.04, ± 0.08 a. u. (1 a. u. = 6.74 e/ A 3 ) 

, (Reproduced by permission of J . Che.m. Phys.). 

neously with one anotlíer. It is evident that 
there is a close connection between com­
puter simulations and electron densities 
via the interatomic potentials, i. e. 

electron distributions 
it 

interatomic potentials (1) 
it 

computer simulation 

tween features of the potential functions 
used in a simulation and the resulting 
system properties calculated. This is pre­
sented for pure water in Section 3 and 
for ionic aqueous systems in Section 4. 
Crystallographers and quantum chemists, 
with their clear understanding of electron 
distributions in molecules, cbuld help stimu­
late the development of more adequate 
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schemes for parameterizing the electron 
àensity and assist in devising new poten­
tials for computer modelling. Some ex­
amples of existing approaches along these 
lines are given in Section 5. ln Section 2, 
the basics of computer simulation tech­
niques are discusseçl. 

Many excellent revi~ws exist for these 
various areas. Refs. [5-8] are electron den­
sity reviews, Refs. [9-10] deal with inter­
molecular potentials, Ref. [11] with Mol­
ecular Mechanics and Refs. [12-18] with 
MC and MD techniques. 

2 ·- COMPUTER SIMUt ATION 
TECHNlQUES 

Energy minimization methods, also 
called static modelling or Molecular 
Mechanics, constitute a computational 
approach with a wide range of applications. 
The static simulation method with special 
emphasis on solid state applications has 
been described by Busipg and Matsui [19]. 
ln short, when the fd.rms for the intra­
and/ or intermolecular P,otentials have been 
assumed, the equilibriuµi structure can be 
found by adjusting the structural variables 
so as to minimize the total system energy. 
Among others, the computer programs 
MM2 [20], AMBER [21], ECEPP [22] and 
WMIN [23] (the latter particularly adapted 
to crystal structures Wfth long-range polar 
interactions) are being ~idely used for this 
purpose. 

ln statistical mechanics, all physical 
properties are given as ensemble averages. 
If the system studied can be described 
classically, the equilibrium value of some 
quantity F, is then 

J F · exp (- U/ kT) d,.N 
< F > = (2) 

J exp ·(- U / ikT) d,.N 
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where U is the potential energy. For a 
system of rigid molecules, U is a function 
of all the molecular positions, 1 r1 (, and 
orientations, 191 r: i. e . . u = u (r1' 81 ; r2, 
92; ... ; rN, 9N). The Monte Carlo method 
is a simple numerical scheme for solving 
multidi~ensional integrais, where the inte­
gral in (2) would be written as a sum over 
randomly chosen configurations, each con­
tribution to F weighted with the Boltzmann 
factor. For computer simulations, this 
'naive' MC approach is not applicable 
since, due to large low-density (high­
-energy) regions in phase space, the con­
vergence would be slow. lnstead, in the 
procedure devised by Metropolis et ai. [l], 
the configurations are already selected 
with a probability proportional to the 
Boltzmann factor. They are then weighted 
evenly in the summation, and . < F > is 
calculated as 

< F > = lim l / M 
M~ oo 

~ F(r1, 91 ; rz, !lz; .. . ; rN , 9N) 

(3) 

where M is the number of MC configur­
ations. 

ln an MC simulation one is forced to 
fix certain thermodynamic variables, such 
as number of particles, system volume, 
temperature or pressure. The most com­
mon choice is that the first three of these 
are fixed, and the equilibrium quantities 
calculated in the simulation correspond to 
those of an NVT (or canonical) ensemble. 

ln the Molecular Dynamics method, one 
follows the classical trajectories of all 
members of a collection of N molecules 
(N - 100-1000, as in MC simulations) by 
solving numerically the 3N coupled New­
tonian differential equations for transla­
tional motion and, for rigid non-linear 
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molecules, 3N coupled Eulerian equations 
of motion. The time-step is typically of the 
order of 1 fs. The result is a specific tra­
jectory of this many-bo<ly system in phase 
space. MD simulations are most often car­
ried out under conditions corresponding to 
the microcanonical ensemble of statistical 
mechanics, i. e. the total energy E, number 
of particles N and the volume V are fixed. 
By the ergodic theorem, the evaluation of 
average mechanical properties of the sys­
tem (such as energy, pressure and fluc­
tuation properties) from the trajectory in 
phase space is equivalent to sampling from 
a statistical ensemble weighted by the 
many-body Boltzmann probability distribu­
tion. The MD method also permits study 
of time-dependent properties of individual 
molecules and of the collective behaviour 
of the system. CHARMM [24], GRO­
MOS [25] and McMoldyn [26] are ex­
amples of MD programs that are being 
applied widely. 

Fig. 2 - Snapshot of the Li + ion and its nearest 
environment from an MD simulation of a 0.43 M 

aqueous solution of LiHCOO at 300K [27]. 

Fig. 2 shows a «snapshot» of the 
nearest environment around a lithium ion 
ih a 20 ps MD simulation of a 0.43 M 

aqueous solution of LiHCOO [27] at 300 K. 
It should be borne in mind that the signifi­
cance of one such snapshot is small . Only 
when averages are taken over many mol­
ecules and many time-steps ( or configur­
ations in MC) do the results become 
meaningful. Fig. 3 shows the atom-atom 
radial distribution functions, g(r), for the 
Li-OW and Li-HW distances in this 
LiHCOO (aq) system. g(r) gives the prob­
ability density of finding a pair of atoms 
a distance r apart, relative to the probability 
expected for a completely random distribu­
tion at the sarne density. ln a liquid, the 
particles are uncorrelated for large inter­
molecular distances, and g(r) ~ 1 as r -7 oo. 

The coordination number, or hydration 
number, for the Li+ ion in Fig. 2 is de­

fined as 

cut-off 

nLi + (r) = 41T a ow J r2 gLi-OW (r) dr 
o 

(4) 

where Pow is the number density of 
water oxygen atoms . The n(r) curve for 
the Li-OW g(r) curve in Fig. 3 shows a well 
pronounced plateau, corresponding to a 
hydration number of 6, for cut-off values 
between 2.6 and 3.3 A, e. g. for a cut-off 
dose to the first minimum in the g(r) 
curve. 

Many experimental methods probe time 

correlation functions, which are related to 
some property of the individual molecules 
or to a collective property of the system 
as a whole, such as density fluctuations . 
Both kinds can be studied by the MD 
technique. For example, the average mo­
tion of individual molecules is readily 
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studied in terms of the translational vel­
ocity autocorrelation function, which is 
defined as 

cp(t) < v(O) · v(t) > / < v(0) 2> (5) 

where v is the center-of-mass velocity of 
a given molecule at time t and the averages 

Approximations 

ln simulations, one is usually interested 
in modelling a physical system of macro­
scopic size, i. e. for -1023 particles, for a 
long time and with realistic potentials 
which take the mutual interaction between 
all N particles into account. Unfortunately, 
due to computer (and human!) time limi-

lithium-water 

9.0 

7.0 
--.. 
~ 
°'5.0-

3.0 -

1 .O 

Ll-OW 

Ll-HW 1 Í. 

10 

6 

2 

1 .O 3.0 5.0 7.0 
distance (A) 

'. 

Fig. 3 - Radlal distribution functions from the sarne simulation as in Fig. 1. 
OW .and Hw are the water oxygen and hydrogen atoms. The integrated 

radial distribution function for Li-OW is also shown. 

are taken over time origins and molecules. 
The molecular mean-square displacement 
and self-diffusion coefficient are also 
readily calculated. The fourier transform 
of (5) yields the power spectrum of the 
frequencies of the motions of the system 
particles and is closely related to the 
experimental IR and Raman spectra. 
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tations, various approximations and restric­
tions have to be introduced. Some of 
the more important are listed below (only 
a and b are directly concerned with the 
interplay between electron distribution and 
computer simulation, i. e. the topic of this 
review, while d, in particular, is more 
concerned with limitations within the 
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simulation procedures themselves). ln the 
following discussion, the system particles 
.will usually be referred to as molecules. 

a) Pair-wise additive potentials 

As stressed above, the interaction 
energy for a system is a complicated 
function of the molecular positions and 
orientations. Most commonly, the particles 
are assumed to interact via pair-wise 
additive potentials, i. e. the total potential 
energy is approximated by a sum over all 
different pairs of particles: 

U (r1 , ~1; rz, g2 ; .. . ; rN, QN ) 

= ! ~ U(r1, ~ I; rJ , QJ ) 
I J > I 

(6) 

I 

The pair potentials can be either (i) 
true pair potentials, i. e. derived from 
quantum-mechanicàl calculations on iso­
lated dimers, or (ii) effective pair poten­
tials with non-add,itive terms included in 
an average way. All effective pair poten­
t ials are based, in one way or another, on 
empirical data for their parameterization. 

b) Functional form 

Whether true or effective pair poten­
tials are being used, it is necessary for 
each dimer interaction to have a simple 
functional form (there are O(N2) interac­
tions to be evaluated for each time-s tep or 
configuration!) . Most commonly, the mol­
ecule-molecule pair interaction is expressed 

I 
sites i on 
rnolecu le 

sitesjon 
rnolecule 

1 J 

A 
+ 

B 

r .. 12 
IJ 

Fig. 4 - Schematic picture of a typical pair-additive potentiâl for a dimer. 
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as a sum (again) of interactions between 
a small number of sites on each molecule; 
each interaction being a function of site­
-site distance only. The interaction sites 
are often, but not always, centered on the 
nuclei in the real molecule, so as to 
represent some basic features of the mol­
ecular shape. An example is given in Fig. 4, 
which shows a «typical» pair potential for 
water. 

ln the case of true pair potentials, the 
potential is usually derived by fitting a 
set of analytical functions to quantum­
-mechanical energies calculated for a large 
number of geometric configurations. If the 
charges are also being fitted, caution 
should be exercised in attaching a physical 
significance to the values obtained. In the 
case of effective pair potentials, the func­
tional form is usually selected to contain 
an electrostatic part, an attractive term 
for the London-dispersion forces and a 
short-range repulsive part for the electron 
overlap. A «standard» form for the latter 
two is the Lennard-Jones type poten­
tial, i. e. 

u ii (rij) = 4 f.· · [(___'!_)
1 2 

- (_!!__)
6 J (7) 

·IJ rij ri) 

(or an exponential analogue for the r-12 
term), where e ij and ªij represent the 
well-depth and the zero energy intercept, 
respectively. 

The intramolecular potential functions 
commonly employed in static and dynamic 
modelling of non-rigid large molecules (e. g. 
proteins) are quite different in form, 
consisting of sums of terms for bond 
stretching, angle bending, torsional angles, 
non-bonded van der Waals contacts, etc. 
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c) Molecular rigidity 

The majority of simulations perfonned 
for small non-biological molecules treat 
the molecules as rigid. Flexible molecules 
have been modelled as collections of atoms 
interacting with the other atoms in the 
sarne molecule via an intramolecular poten­
tial (central force models) [28, 29] . Here, 
there are only translational equations of 
motion to solve for each atom in the sys­
tem. Performing an MD simulation using 
such a model is very time-consuming, 
however, since the time-step used has to 
be selected considerably shorter than when 
only slower rigid-body motions are present. 
Other methods based on constraint dy­
namics [30] have been used especially for 
long-chain organic molecules to fix certain 
bond lengths and angles 

d) System size, simulation time 

A typical simulation system of small 
molecules consists of 100-1000 particles. ln 
order to ma.ke such a small system 
«quasi-infinite» and avoid disturbing 
boundary effects, periodic boundary con­
ditions are usually introduced, meaning 
that the system is surrounded in all three 
dimensions by identical images, related to 
the original «central simulation box» by 
translations. If a molecule leaves the cen­
tral box through one face, it automatically 
reappears at the opposite face. This is 
illustrated in two dimensions in Fig. 5. 

The limited time span of an MD simu­
lation (typically of the arder of 10 to 
100 ps) puts a severe restriction on the 
type of dynamical phenomenon possible 
to study by MD. The time span (or, for 
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MC, the number of configurations) nat­
urally also affects the statistical error in 
the macroscopic quantities calculated. 

o 

o L o 

< o ( 
o 

o 

< 
o 

o < < o 
o 

marized. Their application to computer 
simulation studies of liquid water is then 
discussed. As will be seen, the resulting 

o o 
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o < o 

o 
• o 
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-< o 
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Fig. 5 - Periodic boundary conditions for a two-dimensional system. The 
interactions between a particle in the central box and its neighbours within a 
certain cut-off are not calculated in the central box, but within a box or 

sphere centered on the particle. 

3 - RELATIONS BETWEEN POTENTIAL 
MODEL AND SIMULATED PROP­
ERTIES IN PURE W ATER 

Using the water dimer as an example, 
this section is devoted to the interplay 
between potential model and the calculated 
properties of the condensed bulk water 
system. First, the characteristics of some 
well-known water dimer potentials are sum-

calculated system properties are affected 
by the limitations inherent in the pair 
potentials employed, most notably (as dis­
cussed in Section 2): a) total neglect or 
inappropriate treatment of many-molecule 
interactions, and b) a description of the 
continuous charge distribution in terms of 
a small set of discrete point charges with 
a superposed repulsive function for the 
short-range electron overlap. The first 
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approximation will be discussed in some 
detail here. Examples will be given of 
quantum-mechanical studies of these 
effects, and of computer simulations which 
involve many-body forces, and potential 
models which explicitly take polarization 
into account. Improvements to the second 
approximation are discussed in Section 5. 

- .2/. • - .24 

The number of existing water-water 
potentials is large. The models are often 
referred to by cryptic, but well established, 
abbreviations, e. g. BNS [32], ST2 [33], 
EPEN/ 2 [34], MCY [35], CF [28], TIP4P 
[36], PE [37], SPC [38], etc. Among the 
ones listed here, only the MCY potential 
of Matsouka, Clementi and Yoshimine is 

-~~-SÃ 
A ' OÂ 

/iô9:5o~ 

" ii = 4( [l~) 12 -(;\\-i6] ST2 

• • .. 24 p =2.350 • . 24 

- 1. 04~ . 957.& 

+ . 52~•,.52 
µ = 2.160 

.72• 104.5° •.72 

µ=2.20 0 

µ = l.85 o 
+ i nduc ed 

• Coul. 
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• Coul . 

.i .. = ª1 ,-b1roo· 
IJ 
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[ -b3r0Hl' -bJ'OH2 ' -b3rH10' -bJ'H20'] • 03 e + e • e + e 

+ a 4 [,-b4'0H1 ' , ,-b4rOH2' + .-b4rH10· + ,-b4rH20 · ] 

+ Cou l. 

U" = 4 € - --[( 
a ) 12 ( a ) 6] 

IJ • 'iJ ' ij 

+ permon ent ond induced 

multipola r tums 

T 1 PL. P 

MCY 

PE 

Fig. 6 - Schematic picture of the features of some water-water potentials. 
The charged sites are represented by dots, and the non-Coulombic sites 

by a circle. 

The water dimer potential 

Finney, Quinn and Baum [31] have 
made an extensive and excellent review 
of various aspects of the potential surface 
for the water dimer. 
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a pure dimer potential, derived from fitting 
analytical functions to CI energies cal­
culated for many different dimer geometries. 
The other models should be classified 
rather as effective pair potentials. The 
number of point charges in each H

2
0 
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molecule varies between 3 and 7 for the 
eight models above, and the number of non­
-Coulombic interaction sites between 1 and 
3. The central force model (CF) describes 
flexible water molecules, while the others 
are rigid. A few of these potentials are 
shown in Fig. 6. Note that the Lennard­
-Jones parameters, a and e, are different 
in the different models. The TIP4P poten­
tial is perhaps the best water-water poten­
tial within the series of TIPS (Transferable 
Intermolecular Potential Functions) de­
signed by Jorgensen et ai. to give simple, 
effective pair potentials for fluid simula­
tions. The PE (Polarizable Electropole) 
model will be discussed further below. 

TABLE 1 - Some equilibrium dimer properties of 
different water models. r is the O ... O distance. B is 
defined for the H20(1)-H20(3) pair in Fig. 9, i. e. 
it is the angle between the bisector of the H-bond 
accepting water molecule and the O .. . O di rection. 
References in the text. (The experimental values 

are taken from Ref. [39]). 

Model ô.E (kJ/ mol) r (Â) B (º) 

BNS 28.8 2.76 55 
ST2 28.6 2.85 52 
MCY 24.6 2.87 37 
CF 28.0 2.87 61 
TIP4P 26.1 2.75 46 
PE 20.9 3.00 52 
SPC 27.6 2.76 27 

Experiment 22.6( ± 8) 2.98 59 

Table 1 is a list of some equilibrium 
dimer properties of different water models . 
For some of these models, the potential 
energy curves have been plotted in the 
review by Finney et ai. [31], and discussed 
in detail there. 

Singh and Kollmann [40] have taken an 
interesting approach in constructing a 
dimer potential based on the Morokuma 
energy component analysis. Each of the 
dispersion, polarization, charge transfer 
and excharge repulsion + mixing + elec­
trostatic energy terms was fitted to an 
analytical expression. The resulting func­
tional form is unfortunately quite elab­
orate. 

Liquid water and ice 

Reviews by Reimers et ai. [39], Jor­
gensen et al. [36] , and Beveridge et ai. [41] , 
as well as that of Finney et ai. [31], com­
pare severa! models used in MC and MD 
simulations of pure water with respect to 
various system properties. 1 will focus 
here on the radial distribution function as 
an example. 

Liquid water has an experimental oxy­
gen-oxygen pair correlation function that 
is qualitatively different form inert gas 
liquids and shows a distinct second pea'k 
at relatively short r values due to hydro­
gen bonding [ 42] (Fig. 7). Simulation using 
different theoretical models, however, gives 
g(r) curves of varied appearance. Some 
examples are given in Fig. 7. Finney 
et ai. [31] have compared various models 
with respect to this curve. The form of 
the computed curve is found to be gen­
erally correct for most of the effective 
pair potentials, although «the relative 
heights of the first two peaks are in 
significant disagreement with experimenb>. 
Except for the ST2 and CF models, all 
first peak maxima occur at slightly too 
Jow an r value. Some of the models give 
too low a first minimum, indicating that 
the first-neighbour shell is here too orien­
tationally structured. All models, except 
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ST2, underestimate the depth of the second 
minimum, indicating that longer-range cor­
relations are inadequately accounted for. 
Finney et al. also discuss in detail the g(r) 
curves arising from different quantum­
-mechanical potentials, both from SCF and 
CI calculations. ln particular, two different 
parameterizations based on the sarne CI 
points, the MCY potential [35] and the 
Bounds potential [45], are compared in 
detail, the first giving a water-like g(r) 
(Fig. 7), the second a much less structured 
curve. Finney et al. conclude that «the 
computed structure is highly sensitive to 
details in the potential function». 
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Fig. 7 - 0-0 radial distribution functions from 
experiment [42) and simulation. Redrawn from 
Postma [43) with permission from the author. The 
«MCY + 3-body» curve is redrawn from Ref. [44) 

by permission of J. Chem. Phys. 
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Morse and Rice [46] compared several 
2-body water pair potentials (BNS, ST2, 
MCY and others) and examined their 
ability to reproduce the structures and 
properties of different proton-ordered ices. 
They conclude that, despite leading to an 
underestimate of all the ice densities 
by -20 %, the MCY potential succeeds the 
best in reproducing the experimental 
hydrogen-bond schemes and the O ... O 
angles. Several simulation studies on small 
ice crystallites and on bulk ice can be 
found in Ref. [47]. 

Many-body interactions 

The effective water potentials, designed 
for use in many-particle systems such as 
liquid water or aqueous solutions, include 
many-particle interactions ( = «many-body 
effects» = non-additivity effects) only in 
an average manner. Quantum-mechanical 
calculations have proven to be a useful 
tool for the evaluation of the magnitudes 
of many-body effects in small water 
clusters. 

Following Hankins, Moskowitz and 
Stillinger [48], the 3-body contribution to 
the interaction energy of a molecular 
triplet (ijk) is defined as the difference 
between the total interaction energy and 
the sum of the pair interaction en­
ergies, i. e. 

6 3E (ijk) = ÃE (ijk) -
- [ÃE (ij) + ÃE (ik) + 6E (jk)] (8) 

where 

6E (ij) = E (ij) - [E (i) + E (j)] (9) 

and 

ÃE (ijk) = E (ijk) - [E (i) + E (j) + E (k)] 

(10) 
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The non-additive energy components 
for two different water triplets have been 
calculated according to (8)-(10), using the 
program RONDO [4] and basis sets of 
double-zeta plus polarization quality. These 
are shown in Fig. 8. All oxygen-oxygen 
distances were set to 2.90 A. The 3-body 
contribution to the complex in a, i. e. 
llªE/ llE, is 3 %, while it is 16 % in b. 
Several other ab initio studies on water 
triplets (see, for example, Refs. [49-51]) 
have shown the 3-body energy to be up 
to 15 % of the total interaction energy 
for certain triplets. 

a 

tions (8)-(10) above. Non-additive effects 
in the energies, can to a large extent, be 
explained on the basis of the electron 
redistribution for the pair interactions 
(cf. Fig. 1), while non-additive effects in 
the electron rearrangement were found to 
be small. 4- and 5-body corrections to all 
the pentaroer properties calculated were 
found to be small. This is illustrated in 
Fig. 9. 

Model calculations of the type dis­
cussed here, performed for small clusters 
or crystal-like fragments, constitute a help­
ful tool for evaluating the importance of 

b 

Fig. 8 - Two water triplets discussed in the text. Ali 0-0 distances are 2.90 A. 

Many-body contributions to the en­
ergies, forces, electron densities, dipole mo­
ments and Mulliken charges for a water 
molecule bound in a tetrahedral environ­
ment have been calculated by ab initio 
SCF methods for an (H20) 5 complex (and 
two EB2 8 2 · H20 complexes) by Her­
mansson [3]. The definition of 2- and 
3-body contributions to the deformation 
density is completely analogous to equa-

many-body effects on different properties. 
Their final effect on thermodynamic quan­
tities, and on overall structural and dy­
namic properties in a real many-body 
system should be evaluated by computer 
simulation techniques, however. 

Clementi and coworkers improved their 
2-body quantum-mechanical potential by 
introducing 3-body corrections. Starting 
from the MCY pair potential, Clementi and 
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Corungiu [52] have first calculated the 
3-body corrections for a large number of 
triplets in different geometrical arrange­
ments; then made a fit to a proposed 
analytical forro, and finally applied this 

p(l23~5)- (p(l)+p(2)+pl3)+p(~).p(5)) 

a 

more structured and agreement with expe­
riment has improved. Other properties cal­
culated with the 3-body potential, such as 
the internai energy and the decay of the 
orientational correlation functions, also 

3-,4- and 5-body corrections 

b 

Fig. 9 - Difference electron density distribution for the water pentamer shown 
in the figure. The total difference is shown in a, and the non-additive 
part in b (see text for definitions). Sarne contour intervals as in Fig. 1. The 
angle B is referred to in Table 1. (Redrawn by permission of J. Chem. Phys.) . 

new potential in MC (Detrich, Corungiu 
and Clementi [53]) and MD (Wojcik and 
Clementi [54]) simulations of liquid water. 
The resulting g(r) curve from the MD 
simulation is shown in Fig. 7. Briefly, the 
addition of 3-body effects makes the liquid 
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agree better with experiment, while for 
some others, e. g. the self-diffusion coef­
ficient, the agreement is worse [54]. 

Yoon, Morokuma and Davidson [50] 
have investigated different contributions 
to the lattice energy .for ice by means of 
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ab . initio-calculated energies (a refit of the 
MCY (CI) potential points was done, 
including Hartree-Fock energies for addi­
tional dimer geometries; also various trimer 
energies were calculated). They found the 
3-body contribution to the lattice energy 
per water molecule in two ordered models 
of the ice Ih structure to be 9 % and 19 %, 
respectively. They also evaluated the effect 
on the lattice energy of relaxing the inter­
nai water geometry and found a lowering 
of another 2 % for both structures. 

Polarizable water models 

Some water models involve a quite 
different approach to non-additivity effects. 
The many-body part of the potential is not 
obtained by fitting to ab initio calculated 
triplet energies, nor is it treated in an 
average way as in the case of effective 
pair potentials; instead, the non-additivity 
terms are accounted for in a detailed way 
by introducing the concept of polariz­
ability. 

The characteristics of the PE model [37) 
is as follows (cf. Fig. 6) . The electrostatic 
interaction between non-overlapping mol­
ecules can be expressed in terms of thc 
moments of the charge distributions of 
these molecules. ln the PE model, the field 
strength, E, at any given molecule is 
calculated from the point charges and per­
manent and induced dipole (and higher) 
moments of all the surrounding molecules. 
The molecule is thus polarized, resulting 
in a new dipole moment 0 = 0 ° + !::,.µ., 

- - -
where t::..0 = a · E. Here, a is the isotropic 
dipole polarizability, and 0 ° the experi­
mental dipole moment of a ffee water mol­
ecule (1.85 D) . The calculation of new 
dipole moments is carried out for each 
molecule. New field . strengths are cal-

culated, and the process is repeated until 
some desired accuracy is attained. The 
method can in principie be applied at any 
desired levei of multipolar expansion of 
the charge distribution. The resulting water 
dipole moments from MC simulations of 
liquid water and ice Ih were calculated 
by Finney and Goodfellow [55) and found 
to lie in the range 2.1-2.9 D for water 
(with an average value of 2.5 D) and 
2.5-3.2 D for ice. (It could here be inter­
esting to point out that also the flexible­
-molecule models, although through a to­
tally different approach, allow for changes 
in the molecular dipole moment. Lie and 
Clementi [29) found water dipole moments 
in the range 2.17 to 2.43 D in their bulk 
water simulation using an «MCY + intra­
molecularn potential, compared to 2.19 D 
for the rigid MCY water molecule). 

Gellatly, Quinn, Barnes and Finney [56) 
evaluated the 3- and 4-body contributions 
to the total energy of liquid water within 
the PE model by selecting representative 
3- and 4-molecule clusters from a room­
-temperature Monte Cario simulation. They 
found that, despite the larger number of 
quartets compared to triplets, the steric 
restrictions in the choice of connected 
4-body clusters, as well as the small 
magnitude and variable sign of the 4-body 
energies, would make the 4-body effects 
on the total energy negligible. 

The philosophies behind the polariz­
ability models of Campbell and Mezei [57) 
and of Lybrand and Kollmann [58] are 
similar to that of the PE model. 

Severa! attempts have been made to 
incorporate polarizability into an existing 
model. Berendsen and van der Velde [59) 
introduced a polarization term in conjunc­
tion with the ST2 model. Polarization was 
added to the CF model by Stillinger and 
David [60). 
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4 ·- RELATIONS BETWEEN POTENTIAL 
MODEL AND SIMULATED PROP­
ERTIES IN ION-WATER SYSTEMS 

An important area of application of 
computer simulation is concerned with 
ion-water interactions, in inorganic and 
biological systems, in liquid and solid 
states. The water-water and water-ion 
potentials that have been used are of the 
sarne general form as those discussed in 
Section 3. Some examples are given below 
of computer simulations of inorganic, 
aqueous ionic solutions and crystals. The 
possibility of model improvement due to 
the inclusion of many-body effects is dis­
cussed. · Possible model improvement in 
terms of better descriptions of the charge 
distribution is discussed in Section 5. 

Computer simulation of aqueous electrolyte 
solutions 

A large number of MC and MD 
simulations on aqueous ionic sol:utions 
( especially with alkali, alkaline earth or 
halides ions) have been undertaken (see 
Refs. [61-68, 27]). Heinzinger [69] and 
Bopp [70] have recently reviewed the field, 
with special emphasis on results obtained 
with the CF model (flexible water mol­
ecules). 

Fig. 10 is included to point out (once 
more) the sensitivity of properties of the 
calculated system to details in the interac­
tion potentials. The figure shows the prob­
ability distribution of the angle fl for 
water molecules in the first hydration shell 
around Na+ and c1 - in two MD simula­
tions using different potential functions. 
There is still a lot of discussion both among 
experimentalists and theoreticians con­
cerning the orientation of the water mol-
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ecules around even «simple» monoatomic 
ions. 

The power spectrum of the hindered 
translations of Li+ ( cf. Eqn. (6)) has 
been calculated from the simulation re­
ferred to in Figs. 1 and 2 (Fig. 11). The Li+ 
ion is found to «rattle around» in its cage 
of six ·water neighbours with a frequency 
of -450 cm-1, i. e. in close agreement with 
the value found experimentally for Li+ 
ions in crystalline hydrates. This simula­
tion was done using true pair-additive 
potentials from quantum-mechanical SCF 
calculations. Practically ali simulations on 
ionic aqueous solutions published so far 
have used effective or true pair-additive 
potentials. Some exceptions exist and are. 
discussed below. 

lon-water interactions in the solid state 

The field of Lattice Dynamics and MD 
studies of molecular crystals has been 
reviewed by Righini [71]. Klein [72] and 
Catlow [73] have reviewed other areas 
of solid state simulations. Severa! useful 
review papers are also found in a volume 
edited by Catlow and Mackrodt [74] . 

Many simulations have previously been 
performed of ionic crystals, but none of 
ionic crystalline hydrates. The presence of 
ionic interactions, hydrogen bonding and 
van der Waals interactions makes an ionic 
crystalline hydrate a relatively complex 
system, and most interesting from a the­
oretical point of view. We are currently 
studying the interactions, dynamics and 
hydration / dehydration aspects in the 
LiHCOO · H20 - LiHCOO system by means 
of static and dynamic modelling. Som~ 

preliminary results from this work will be 
given here as an example of a solid-state 
application of simulation techniques . 
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Effective pair-additive potentials for 
LiHCOO . H20 crystal were derived [75] by 
fitting a set of analytical functions (essen­
tially Lennard-Jones + electrostatic) to the 
experimental crystal structure of the 
monohydrate [76], using rigid molecules 
and the program WMIN [23]. The model 
potential retains ali essential structural 
features of the real crystal. When applied 
to the crystal structure of anhydrous 
LiHCOO [77], which is quite different from 
the monohydrate, these sarne potentials 
were able to reproduce the new structure 
equally satisfactorily. 

Constant pressure MD simulations 
according to the method of Parrinello and 
Rahman [78] have been performed for the 
monohydrate structure at severa! tem­
peratures between 51 and 660K, using the 
potentials described, a simulation box with 
96 particles of each kind (Li+, HCoo- , 
H20) and periodic boundary conditions. 
Two examples will be given from the pre­
liminary analysis of the MD data. Table 2 
show the atomic r.m.s. displacements from 
the room-temperature MD simulation and 
from neutron diffraction. The overall 

TABLE 2 -Atomic r.m.s. displacements (in A) 
in LiHCOO · H20 at 315K. 

Neutron 
MD diffraction 

Li 0.175 0.185 

e 0.171 0.171 
01 0.196 0.189 
02 0.183 0.179 
H 0.268 0.272 

ow 0.201 0.177 
HWl 0.213 0.207 
HW2 0.245 0.219 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 133-158, 1988 

agreement is quite good. Even the derived 
anisotropic displacement parameters (not 
given here) correctly reproduce, for ex­
ample, the larger thermal motion of the 
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315 K .. 

660 K 
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y 

y 

Fig. 12 - Trajectories of the centers-of-mass for 
twelve of the water molecules in a 315K and a 
660K MD simulation of crystalline LiHCOO · H20 , 
projected onto the crystallographic yz plane. 
At 315K, the molecules are followed during 6 ps, 

and at 660K during 10.5 ps. 
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formate atoms perpendicular to the sheets 
formed by the formate and lithium ions. 
The interpretation of this agreement is not 
so clear cut, however, since internai mo-
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some of the water molecules start to 
diffuse. 

R (a.u.) 

mo dei 

Fig. 13 - Non-additive part of the interaction energy for a Li + . (H20) 2 com­
plex from SCF calculations and using a classical induction model [79]. 

(Reproduced by permission of Theor. Chim. Acta). 

tion such as out-of-plane C-H bending is 
not allowed in the rigid model. 

Fig. 12 shows the trajectories of 12 of 
the water molecules in the simulation box 
during 3 ps, at 315K and 660K. At 315K, 
the molecules «rattle around» their equi­
librium positions throughout the simula­
tion (in fact, in a highly harmonic fashion). 
At the higher temperature, the lithium and 

Many-body eff ects 

Fig. 13 is taken from the work of 
Clementi, Kistenmacher, Kolos and Ro­
mano [79] and shows the non-additive 
part of the interaction energy for a 
Li+ (H20) 2 complex as a function of the 
second water molecule for fixed positions 
of the Li + ion and the first water mo!-
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ecule. The ab initio curves in Fig. 13 thus 
show LiªE(ijk) as defined in Eqns. (8)-(10), 
with i, j and k representing Li+, H20(l) 
and H20(2). The dashed curves show the 
non-additive contribution calculated from 
classical induction theory, assuming aniso­
tropic bond polarizabilities for the water 
molecule. The study by Clementi et al. 
shows that (i) non-additivity is subtantial 
for this complex, (ii) for long and inter­
mediate ion-water distances, the ab initio 
values are well reproduced by the simple 
induction theory, and (iii) experimentally 
determined LiH values for a series of (H20) 
(n = 1-6) complexes are well reproduced 
if induction is incorporated into the model. 

For ion-water complexes, the non-addi­
tivity is generally substantial and larger 
than for water n-mers (cf. Refs. [79-90]). 
Probst [90] has evaluated the non-additivity 
contribution to the interaction energy for 
symmetric Na+, Mg2+ and Al3+ aquo 
complexes with up to six water molecules . 
The resulting values are listed in Table 3, 

TABLE 3 - Non-additivity contributions (in per 
cent) to the interaction energy for aquo compiexes 

of Na +, MgH and Aia+ [90]. 

-
n Na+ Mg2+ Aia+ 

l 
2 1.8 % 3.3 6.0 
3 3.6 6.8 12.3 
4 5.9 10.l 17.3 
6 9.7 16.6 27.l 

expressed as ~E (non-add.)/ iiE (in per cent), 
where, iiE (non-add.) contains all :1 -, 4-, 
5- etc. body contributions; ~E is the total 
interaction energy. The non-additivity is 
seen to be as large as 27 % for the Al3+ 
hexamer, and 17 % for the Mgz+ hexamer. 
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Perez, Lee and Prohofsky [86] per­
formed energy minimization calculations 
(by using MD calculations while gradually 
lowering the temperature) for hydrated 
Na+ microclusters of 1-6 water molecules, 
using the PE model. The experimental 
gas-phase ion-hydration enthalpies were 
much improved compared to two-body 
models, and a geometrical analysis showed 
the minimum energy configuration for the 
hexaaqua complex to be non-octahedral. 
Lybrand and Kollmann [58] have construc­
ted ion-water potentials including polariz­
ability terms and applied these in energy 
minimizations of ion-water clusters (Na+, 
K+, Mg2+, c1 - with up to 6 H20). They 
found an «excellent agreement» with ex­
perimental gas-phase hydration enthalpies. 
Immersion of these hydrated ions in a bath 
of -200 water molecules and allowing 
further restricted relaxation gave estimates 
of solvation enthalpies in «good overall 
agreement» with experiment. The use of 
these potentials in MC or MD simulations 
will enable a more critica! evaluation of 
their ability to simulate bulk liquid 
structure (cf. «note added in proof»). 

5 - CHARGE DISTRIBUTION AND THE 
POTENTIAL MODEL 

Some shortcomings of the potential 
models used in simulations of pure water 
and ionic aqueous systems were discussed 
in Sections 3 and 4. Two approximations 
were pointed out: the neglect of many­
-body effects and a description of the 
continuous charge distribution in terms of 
a few charge centers. The first approxima­
tion was discussed in Section 3 for water 
and in Section 4 for ion-water systems. 
I shall here focus on possible improve­
ments to the second approximation. The 
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examples given will not be restricted to 
aqueous systems. 

Though not directly within the context 
of computer simulation, a number of 
schemes have been put forward to obtain 
charges and higher multipoles from (quan­
tum-mechanical or experimental) electron 
distributions. Some are listed in Table 4. 

T ABLE 4 - Some schemes for the parameterization 
of p (r). 

Parameterization of p (r) 

1. Mulliken charges [91] 

2. Bader charges [93] 

3. Multipole-consistent charges 
Brobjer & Murrell [95] 
Thole & van Duijnen [96] 

4. Distributed multipoles 
Kurki-Suonio [97] 
Hirshfeld least-squares [98] 

stockholder [102] 
Stewart [99] 
Hansen & Coppens [100] 
Stone [103] 

5. 'Fuzzy boundary' and other 
integration schemes [104, 105] 

6. Electrostatic potential-derived 
charges [107] 

The limitations of charges derived from a 
Mulliken population analysis [91] of quan­
tum-mechanical wave functions are well­
-known. Alternative schemes have been 
devised, such as the population analysis 
based on occupation numbers of «modi­
fied atomic orbitais» by Ehrhardt and 
Ahlrichs [92]. These authors also review 
some of the predecessors to their method. 
Bader [93] defines an «atom in a mol­
ecule» as a disjoint region in real space, 
which is bounded by a surface through 
which the flux of the gradient of the 
charge density is zero, and which contains 

a single «nuclear attractorn. The descrip­
tion of this subspace and its properties 
are obtained through the application of 
Schwinger's action principie [94]. Brobjer 
and Murrell [95] and Thole and van 
Duijnen [96] devised different procedures 
for obtaining a small set of distributed 
point charges which correctly reproduces 
the multipole moments of the total charge 
distribution to a desired levei. Kurki­
-Suonio [97], Hirshfeld [98], Stewart [99] 
and Hansen and Coppens [100] (see also 
Ref. [101]) have derived distributed multi­
poles from experimental electron distribu­
tions. Their approaches are slightly dif­
ferent, but share the essential idea of 
expanding the total density into spherical 
and non-spherical components, whose 
occupancy coefficients are included in the 
least-squares refinement. Hirshfeld [102] 
has also introduced the 'stockholder recipe', 
by which the deformation density at a 
point in space is divided between the 
nearby atoms in proportions described by 
the corresponding unperturbed atomic den­
sities. Stone [103] has derived a method 
to obtain multipole-consistent distributed 
multipoles from quantum-mechanical ab 
initio wave functions. Various integration 
schemes (e. g. the 'fuzzy boundary' scheme) 
for the partitioning of real space into 
reasonable atomic fragments have been 
discussed (and practiced) by Moss and 
Coppens [104], and Coppens and Ste­
vens [105]. Maslen and Spackman {106] 
have given a detailed account of similar­
ities, differences and physical interpretation 
of the atomic charges from Bader's and 
Hirshfeld's partitioning schemes. A general 
review on the subject of space parti­
tioning of electron densities is given by 
Becker [107]. 

Cox and Williams [108] have extended 
the work of Momeny [109] and determined 
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atomic charges by fitting the model elec­
trostatic potential in a shell outside the 
molecular van der Waals radius to the 
potential calculated directly from the 
quantum-mechanical wave functions. 

Electrostatic interactions in the ma­
jority of static and dynamic modelling 
studies, however, have been accounted for 
by a small number of distributed point 
charges: usually Mulliken charges, effec­
tive charges or charges obtained from a 
fit to quantum-mechanical energies. Only 
a few of the more elaborate models in 
Table 4 have been applied to computer 
modelling; some examples are given here. 
Starting from Hartree-Fock molecular 
wavefunctions, Hirshfeld and Mirsky [110] 
performed lattice-energy calculations for 
three crystal structures (C2H2 , C02 and 
C2N2) with the electrostatic energy cal­
culated at three levels of sofistication: 
(i) replacing each molecule by a point 
quadrupole at its center of symmetry, 
(ii) placing a point charge at each nucleus 
(the values chosen to reproduce the cal­
culated molecular quadrupole moment), 
and, the most elaborate, (iii) decomposition 
into atomic fragments according to the 
stockholder recipe of Hirshfeld. They 
found large differences in the lattice en­
ergies, which were up to 60 % larger for 
the third model. Berkovitch-Yellin and 
Leiserowitz have used Hirshfeld's 'least­
-squares charges' and 'stockholder charges ' 
from X-ray data in crystal packing cal­
culations of amides [111] and other sys­
tems. Berkovitch-Yellin et ai. [112] and 
Berkovitch-Yellin [113] also used such 
charges in calculations of the habits of 
organic crystals. Moss and Feil [114] and 
Feil and Moss [115] derived the elec­
trostatic 'in-crystal' potential of the pyra­
zine molecule from a Hirshfeld type defor­
mation refinement, and investigated the 
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importance of the electrostatic interaction 
in determining the crystal structure. 

MD simulations for the orientationally 
disordered phase I of solid KCN have been 
performed by Klein and McDonald [116] , 
who concluded that an interionic potential 
incorporating «a realistic model of the cN­
charge distribution» was able to account 
semi-quantitatively for a wide range of 
properties of this crystal, as opposed to 
previous simulations, where only one effec­
tive quadrupole moment had been used to 
model the anisotropy of the electrostatic 
interaction. The construction of the new 
potentials was guided by the distributed 
multipole analysis made by Stone (cf. 
above) for the CN- ion [117]. 

Some guidelines for the improvement 
of the non-electrostatic part of interaction 
potentials have also been suggested. ln 
their review of water dimer potentials, 
Finney et ai. [31] concluded that most of 
the effective pair potentials with three 
point charges and one non-Coulombic 
interaction site display too strong an O .. . O 
attraction, while the orientational depend­
cnce is too weak. They discuss possible 
improvements with respect to the func­
tional form of the potentials and conclude 
that the addition of explicit H-H repulsion 
terms may be an important modification. 

The constant pressure MD [78], which 
allows the unit cell volume and shape to 
change, has been particularly important in 
discriminating between different models, 
allowing the study of phase transitions to 
take place and showing the importance of 
thermal motion for the stability of the 
calculated crystal structure. A large num­
ber of Lattice Dynamics and Molecular 
Dynamics simulations have been performed 
for molecular crystals of small molecules, 
such as CH, , N2, Cl2, CS2, CSe2 (cf. the 
review by Righini [71] and references 
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therein) . ln many cases the potential func­
tions applied have been Lennard-Jones 
atom-atom potentials with no electrostatic 
interaction or with a simple quadrupolar 
interaction. Many different parameteriz­
ations have been attempted and many 
different physical properties calculated. 
Righini [71] concludes that such simple 
models are inadequate; higher-order terms 
-in the multipole expansion play an import­
ant role in the stability and dynamics of 
these crystals, and the form of the non-elec­
trostatic terms also requires special atten­
tion. Solid Cl2 is an interesting example. 
The experimental structure cannot be re­
produced by traditional isotropic atom­
-atom pair potentials, even if quadrupole-
-quadrupole interaction is included. Price 
and Stone [118] and Burgos et al. [119], 
using different formalisms showed that by 
inclusion of anisotropy in the lone-pair 
electron density, the model potential 
succeeds to describe the experimental 
structures very accurately. Price and Stone 
[118] make use of Stevens' [120] experi­
mental electron density maps in discussing 
the physical validity of their anisotropic 
potential model. Finney et al. [31] suggest 
that a similar modification of the water­
-water potential, allowing for the aniso­
tropy of the repulsive core around the 
oxygen lone-pair region, may lead to an 
improvement in the agreement between 
experimental and calculated properties for 
liquid water. 

Further developments along these lines, 
or more sophisticated approaches, could 
prove most rewarding. 

6 -· CONCLUSIONS 

ln this paper, 1 have briefly reviewed 
the methods used in computer simulations 
of condensed matter, and the results 

obtainable with these techniques. 1 have 
concentrated on the use of realistic pair 
potentials and have given an overview of 
some models that are widely used for 
aqueous systems. Quantum-chemical and 
experimental methods to investigate elec­
tron densities have already proved to be 
most valuable in studying basic chemical 
and physical principies. lt should be feas­
ible to make more use of these densities 
for the construction of improved inter­
molecular potentials, accounting for the 
continuous electron distribution in a more 
detailed way than is being done at present, 
and by a more adequate modelling of the 
polarization mechanisms occurring in real 
systems. I believe that such developments 
will further increase the power and appli­
cability of simulation methods. 

Note added in proof: 

Rullmann and van Duijnen [121] re­
cently published a new polarizable water 
model which resembles the PE model but 
also exhibits some important differences. 
The potential was applied in Monte Cario 
calculations of liquid water and calculations 
of hydration and protonation energies of 
amines. Ahlstr et al. [122] investigated the 
effect of adding a point polarizability to 
an SPC like rigid water molecule in MD 
simulations, and found an 'increased struc­
ture ' and slower dynamic properties as 
compared to the original SPC model. MD 
simulations for aqueous ionic systems 
using potentials beyond the pair-additive 
model have been performed for BeCl2 (aq) 
by Probst et ai. [123]. They found the 
hydration number to decrease from 6 to 4 on 
including non-additivity effects. Curtiss 
et al. [124, 125] have calculated many­
-body contributions for Fe2+ (H20) n and 
Fc3 -'- (H20) n clusters from ab initio 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 133-158, 1988 



KERSTI HERMANSSON - Charge distribution, intermolecular potentials and computer 155 

methods. They also compared MD results 
using true ab initio pair potentials and 
effective 2-body potentials. 
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ELECTRONIC STRUCTURE CALCULATIONS OF TRANSITION 
METALS AND ALLOYS 

K. SCHWARZ and P. BLAHA 

T echnical University Vienna 
Getreidemarkt 9/ 158, A-1060 Vienna Austria 

ABSTRACT- The electronic structure of metals and alloys is calculated by 
the full potential linearized augmented plane wave (LAPW) method using the local 
spin density approximation (LSDA) for treating exchange and correlation effects. 
Since no shape approximation is made for either the potential or the charge density, 
this is presently among the most accurate computational t echniques for electonic 
structure calculations. Using these LSDA energy band calculations, three types of 
applications are discussed : 

i) Charge and spin densities and the related structure factors are the most 
direct quantities to be compared with experiment. 

ii) The electric field gradient (EFG) is a sensitive quantity in solids. Recently 
it became possible to calculate EFGs in the superionic co~ductor Li3N from first 
principles. Here this method is applied to hexagonal closed packed (hcp) metals from 
Be to Cd. The EFGs including the sign are calculated without the use of any Sternheimer 
factor. Although the d-electrons of transition metals lead to an electronic charge 
density which deviates from spherical symmetry, it is mainly the small admixture 
of p electrons in the valence charge density which is responsible for the EFG. This 
result is accomplished by the r' form of the wave function near the nucleus. 

iii) The Mossbauer isomer shift (IS) is determined by the difference in contact 
density (electron density at the nucleus) between the material in question and a 
reference system. Although the contact density is mainly determined by the core or 
semi-core states, the IS originates mostly from the valence electrons. When an alloy 
is formed, the volume dependence is a crucial factor for IS. These aspects are 
illustrated for Fe and the Fe compounds FeAI, FeTi and FeCo. 

1 -- INTRODUCTION AND LAPW 
METHOD 

The electron density is the key quantity 
in density functional .theory (DFT) which 
is the basis for most electronic structure 
calculations in solids [l-2). Although in 
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principle the DFT is exact, in practice the 
functional is unknown and thus one is 
forced to use an approximation. Applica­
tions in solid state theory are usually 
based on the local spin density approxima­
tion (LSDA). The DFT in combination 
with the LSDA simplifies the complicated 
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many-body problem to an effective one­
-electron picture which contains approxi­
mate electronic exchange and correlation 
effects. ln the present work we use the 
parameterisation by Hedin, Lundqvist and 
Janak for these correlation potentials [3-4]. 

ln many electronic structure calcula­
tions, the DFT and LDA are further sim­
plified by assuming the muffin-tin approxi­
mation (MTA) for potential and charge 
density within the self-consistency iter­
ations. We have chosen the full potential 
linearized augmented wave (LAPW) 
method in which we do not make this 
approximation and thus can fully exploit 
the LSDA. 

ln the LAPW method, which is well 
described in literature, [5] the unit cell is 
divided into non-overlapping spheres and an 
interstitial region; in the former the wave 
functions are expressed in atomic-like 
functions and in the latter, in plane waves. 
The charge density (and analogously the 
potential) is written inside the spheres as 
a linear combination of radial functions 
p LM (r) times symmetrized lattice har­
monics Y L M (r) and in the interstitial 
region as a Fourier series: 

) 

~ p L M (r) YLM (r) 
L M 

p (r) = . 
~ p (K) eiKr 
K 

inside sphere 
(1) 

interstitial 

LSDA energy band calculations provide 
the basis . for an understanding of the 
electronic structure, electron densities, 
chemical bonding or spectra related to 
densities of states as illustrated for exam­
ple for transition metal compounds [6]. 
ln this paper three applications are re­
viewed below: electron and spin densities 

and related structure factors, electronic 
field gradients, and Mossbauer isomer 
shifts. 

2 - ELECTRON AND SPIN DENSITIES 

By summing the modulus of the wave 
functions of all the occupied states one 
obtains the electron densities. ln case of 
a ferromagnet these quantities are obtained 
for spin-up and spin-down electrons sep­
arately and their difference yields the spin 
density. In the DFT and the LSDA these 
densities are the essential quantities which 
are obtained self-consistently. 

We show selected examples for hcp 
metals. Self consistent calculations on hcp 
Be have shown [7] that the use of a 
general potential is important. When the 
potential is assumed to be of muffin-tin 
form the resulting electron density shows 
maxima along the c axis and an excess 
of Pz-like charge (Fig. la). The full poten­
tial LAPW calculation, however, yields a 
valence electron density which is almost 
spherically symmetric around the Be 
nuclei and very flat in between (Fig. lb). 
This result is surprising, since one would 
expect the MTA to yield a more spherical 
density. The full potential LAPW results 
are confirmed by the related structure 
factors which agree significantly better 
with experimental data than those of the 
muffin-tin case, especially for the 002 
reflection (see Fig. 6 of [7]). 

Next we discuss hcp Ti as one example 
of a transition metal [8]. Its difference 
density (Fig. 2) is negative between the 
two titanium atoms shown in the (1120) 
plane and is positive in the [llO] and [001] 
direction. ln the interstitial region the differ­
ence density is small and rather flat. The 
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large anisotropy stems from the d elec­
trons and can be understood on the basis 
of symmetry decomposed partial densities 
of states (DOS) (bottom of Fig. 3). Up to 
the Fermi energy EF, there is a depletion 

of the dxz , dyz component with respect to 
the other two types of d symmetries leading 
to the clover-leaf shape in the difference 
density. The p-DOS (top of Fig. 3) shows 
an anisotropy too, which as it is a very small 

Fig. 1- Valence electron density of hcp Be in the (1120) plane: ln the 
contour plot units of 0.001 electrons au -s are used (taken from (7]) . 

a) muffin-tin APW calculation; 
b) general potential LAPW calculation. 
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component cannot be seen in the dif­
ference density, but will be important in 

(0/0/1) 

(0/0/0) 

connection with the electric field gradi­
ent [9]. 

(-1 /1/0) 

(----------

\º -------

Fig. 2- Difference electron density (crystaline minus superposed atomic 
densities) of hcp Ti in the (1120) plane: perspective p!ot (top) and contour 

plot (bottom) with units 0.01 electrons au - 3• 
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The Fourier transform of the electron 
density yields the related structure factors 
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Table 1. ln each case the LAPW results 
and the relative difference with respect to 
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Fig. 3 - Symmetry decomposed p- and d-pa rtial densities of states of hcp Ti. 

from which the crystalline form factors are 
deduced. Four representative examples 
(Co, Mg, Se and Ti) are summarized in 
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the free atomic Hartree-Fock values [10] 
are listed. ln general the diff erences are 
less than 1 percent except for the Oll 
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TABLE 1 - LAPW form factors f of four hcp metais : the deviation with respect to the free atomic 
Hartree Fock [10] form factors is specified as tl/ f = (fLAPW -- fHF) / fHF: 

Cobalt Magnesium 
K 

f Ll/ f f Ll / f 

o o o 26.999 0.04 11.997 0.09 

o 1 o 19.919 - 0.50 8.974 - 0.43 

o o 2 19.350 -- 0.75 8.774 - 0.75 

o 1 1 18.806 0.91 8.596 - 0.93 

o 1 2 16.365 - 0.95 7.885 - 0.48 

1 1 o 14.585 - 0.69 7.282 - 0.37 

o 1 3 13.654 - 0.56 6.930 - 0.35 

o 2 o 13.003 - 0.61 6.671 - 0.37 

1 1 2 12.831 - 0.49 6.595 - 0.33 

o 2 1 12.646 - 0.44 6.516 - 0.31 

o o 4 12.320 - 0.39 6.372 -- 0.31 

o 2 2 11.680 - 0.29 6.075 - 0.33 

o 1 4 11.265 - 0.34 5.881 - 0.31 

o 2 3 10.431 - 0.22 5.448 - 0.31 

1 2 o 10.120 - 0.20 5.277 - 0.32 

1 2 1 9.933 - 0.18 5.171 - 0.31 

1 1 4 9.768 - 0.14 5.074 - 0.31 

1 1 5 9.446 - 0.15 4.881 - 0.33 

o 2 2 9.431 - 0.16 4.874 - 0.33 

o 2 4 9.225 - 0.05 4.741 - 0.32 

reflection of Ti. Therefore hcp Ti would 
be of special interest for high precision 
diffraction measurements. 

Ferromagnetic hcp Co has been studied 
by LAPW calculations [8]. The spin den­
sity p t (r) -- pi (r) is derived from an 
itinerant electron picture, but shows 
(Fig. 4) that it is spatially localized around 
the Co sites. This spin density originates 
mainly from d electrons and its deviation 
from spherical symmetry is minor. A small 
negaJive spin density occurs in the inter­
stitial region. 

' 
Scandium Titanium 

f Ll/ f f Ll/ f 

21.000 0.01 22.000 0.01 

15.796 - 0.59 16.057 - 0.76 

15.299 - 0.87 15.477 - 1.04 

15.049 - 0.83 15.076 - 1.84 

13.516 - 0.02 13.438 - 0.26 

12.367 - 0.02 12.188 - 0.23 

11.596 - 0.13 11.365 - 0.11 

11.279 0.07 11.034 - 0.01 

11.091 - 0.06 10.819 - 0.23 

10.991 - 0.04 10.726 - 0.16 

10.622 - 0.01 10.379 0.45 

10.273 - 0.05 9.981 - 0.12 

9.916 0.13 9.632 0.38 

9.373 0.06 9.061 - 0.04 

9.203 0.07 8.902 -- 0.03 

9.073 0.15 8.783 0.19 

8.876 0.07 8.574 0.08 

8.691 - 0.01 8.385 - 0.20 

8.620 0.08 8.342 0.36 

8.497 0.02 8.204 0.02 
1 

3 - ELECTRIC FIELD GRADIENTS 
(EFGs) 

ln a system which contains a nucleus 
with a nuclear-spin quantum number I > 1 
at a site with non-cubic point symmetry 
the interaction between the nuclear quad­
rupole moment Q and the electric field 
gradient (EFG) at that atomic site can be 
measured accurately by various methods 
[11]. Such experiments are used to charac­
terize surfaces, impurities, and va­
cancies [12]. 
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Recently the current status of the 
theory of EFGs was summarized [13]. 
Often a partitioning into an ionic (lattice) 
and a valence EFG is made and these 
quantities are modified by estimated 
antishielding functions y (r) by Stern­
heimer antishielding factors y ro whose 
application is not justified in solids . 

coefficient p 2o (r) of eqn. (1) which can 
be obtained from the corresponding wave­
functions. The relevant L = 2, M = O com­
ponent originates only from p-p, d-d and 
s-d combinations of wavefunctions and 
thus an analysis according to this decom­
position can be used to interprete the 
origin of the EFG [16] . 

Fig. 4 - Spin density p t (r) - pi (r) of ferromagnetic hcp Co in the (llZO) 
plane. 

ln 1985 Blaha et al. [14] developed a 
new method of calculating EFGs based on 
LSDA band structure calculations and 
applied it to Li3N, a superionic conductor. 
This work was extended to hexagonal 
closed packed (hcp) Be [7], the other hcp 
metais [9] and to Cu20 [15] . 

The basis for the calculation of the 
EFG is again the full-potential LAPW 
methodology. Using the total crystal 
charge density (including the core elec­
trons) the electrostatic potential is derived 
by solving Poisson's equation, then the 
EFG is obtained numerically without fur­
ther approximations. The key quantity in 
this scheme is the radial charge density 
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ln a suitable coordinate system the z 
z-component of the EFG tensor is obtained 
from the L = 2 potential coefficients by: 

V zz = \ I ~ 2 V 20 (O) (2) 
V 47T 

The evaluation of the radial potential coef­
ficients V LM (r) for L = 2 and M = O at 
r = O consists of three terms [16]; the 
first is the well-known integral over the 
charge density p 20 (r) times the L = 2 
Legendre polynomial divided by r 3, but 
integrated only over the atomic sphere; we 
call this contribution the valence EFG. 
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The second and third terms arise from the 
boundary value problem and from charge 
density contributions outside the sphere in 
question and the sum is termed the lattice 
EFG. Since we calculate the EFG from the 
self-consistent total charge density of the 
system we do not need to incorporate 
additional Sternheimer factors or other 
(arbitrary) corrections. 

3.1 -- Results for the insulators Li9N 
and Cu20 

This new method was first applied to 
LiaN, a superionic conductor [14], where 
EFGs on nitrogen as well as on both 
lithium sites were measured [17]. A sim­
ple point charge model was not able to 
explain the EFG, but our results using this 
new method were in very good agreement 
with the experimental values. ln particular 

the ratio of the EFGs at the two Li sites, 
which is not affected by an uncertainty in 
the Q value, gives perfect agreement bet­
ween theory and experiment, while the 
point charge model yields a significantly 
larger ratio, which cannot be altered by 
a single Sternheimer antishielding fac­
tor y 00 • 

Recently [15] we have also applied our 
method to cuprite Cu20, where a previous 
cluster calculation [18] obtained an EFG 
at the Cu site in rather good agreement in 
magnitude compared with the experimen­
tal EFG [19]. The cluster approach yields 
a positive sign in contradiction to a simple 
point charge model [20] . Although the 
electronic structure, in particular the de­
pletion of Cu-d charge towards the next 
nearest oxygen atoms is similar in our 
LAPW and the cluster calculation, the 
resulting EFG differs significantly. We 
obtain a negative sign for the EFG which 

exp th 
TABLE 2 - Experimental (V 

22 
) and theoretical (V zz ) EFGs (in 1013 esu/ cm3) for hcp elements. The 

sign of the experimental values is unknown if not given explicitly. ln addition, eontributions to the 
. th val 

total EFG V 
22 

from the «lattice» and «valence» parts (see text) and further deeomposition of V 
22 

into 
p-p and d-d eontributions are given. 

v exp vth vlatt v val p-p vª-ª 
zz zz zz zz V 7. Z zz 

Be 1.6 - 1.4 + 1.8 - 3.2 -- 3.2 o 
Mg J.8 + 1.6 - 0.1 + 1.7 + 1.7 o 
Se 13 + 32 - 4 + 36 + 40 - 5 

Ti 54 + 69 - 14 + 83 + 48 + 33 

Co - 9.6 - 6.2 + 1 - · 7 ·- 13 + 4 

Zn + 120 + 125 - 19 + 144 + 177 - 32 

y - + 93 - 10 + 103 + 106 - 11 

Zr 123 + 143 - 18 + 161 1 + 123 + 32 

Te 23 - 49 + 6 - 55 -- 70 + 14 

Ru - 32 - 41 + 8 - 49 - 75 + 22 

Cd + 230 + 254 - 26 + 280 + 322 - 39 
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originates from the Cu 4p contributions. 
ln the cluster calculation the positive 3d 
contribution to the EFG dominates the 

ln addition, these calculations provide 
a new understanding of the physics deter­
mining the EFG. Previously, the origin of 

V ario us contr.ibutions to the EFG 
350 ~~~~~~~~~~~~~~~~---, 

LEGEND 

300 

250 

20 0 

150 

100 

50 

-50 

Zn Ru Cd 

- lattic 

~ volence 

~ p-EFG 

~ d-EFG 

D sernicore 

Fig. 5- Various contributions to the EFG (in 1Q13 esu/ cm3) for Zn, Ru and Cd. 

negative 4p contribution, in contrast to 
our calculation [15]. 

3.2 - Results for hcp metais 

ln Table 2 we list the experimental 
values and our theoretical results for the 
EFGs of all hcp metals up to Cd [9]. 
Except for Se, the agreement is very good 
considering that often Q is not known 
accurately and influences of structure and 
temperature may increase the experimental 
uncertainties to about 1 O to 20 %. This is 
the first time that one theory can repro­
duce the experimental values of the EFGs 
in ali hcp . metals including the sign 
wherever it is measured (Co, Zn, Ru, Cd). 
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the EFG was unclear even if the calculated 
values were reasonable. Is it the lattice or 
the valence contribution? What are the 
roles of valence and core electrons? We 
find (Fig. 5) that the valence EFG domi­
nates over the lattice EFG which con­
tributes at most 10-15 % (except for Be) . 
Therefore the EFG originates mainly from 
the non-spherical charge density inside the 
atomic sphere. This charge density is built 
up from the core,' the semicore (i. e. ls 
for Be; ls, 2s for Mg; 3s and 3p in the 
3d series; and 3d, 4s, 4p in the 4d series) 
and the valence electrons. Since the con­
tribution from tne semicore states is 
almost negligible, we have neglected the 
«core polarizatiom> by forcing their charge 
density to be spherically symmetric. 
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The non-spherical valence density can 
be split into p-p and d-d contributions 
(the mixed s-d term is negligible). To our 
surprise we found that the EFG is domi­
nated by the p-p term (see Fig. 5 and 
Table 2). This even holds in the 3d and 4d 
transition metal series or in cuprite, where 
the total p population is small while the d 
charge and its anisotropy is large. The 
radial dependence of the anisotropic charge 
density is very important, since the leading 
term involves a radial integral of p 20 (r) 
times a factor of l / r 3 which strongly 
enhances the contribution near the nucleus. 
Effectively the EFG is determined by the 
region inside the first node of the p-wave­
function with the only exception of Be, 
where the nodeless 2p orbital is a special 
case. 

The sensitivity of the EFG with respect 
to the c/ a ratio and the small dependence 
on volume is discussed in detail for Be [7]. 

4 - MõSSBAUER ISOMER SHIFTS (IS) 

The Mossbauer isomer shift [21] de­
pends on the electronic structure of solids 
and can be directly related to the charge 
densities r (O) at the nuclei. This spec­
troscopy is a widely used too! to study 
effects of chemical bonding in crystalline 
and amorphous solids. A simple model to 
explain the IS was introduced by Miedema 
and van der Woude [22] in terms of elec­
tronegativities and the mismatch of the 
electron densities at the Wigner-Seitz cell 
boundaries. With a set of empirical pa­
rameters, this model is widely applicable 
and yields correct trends for the IS in Fe 

' intermetallic compounds [23]. ln the pres­
ent work we investigate the IS of Fe 
and some intermetallic Fe compounds using 
our LAPW results [24]. ln addition we focus 

on changes of the IS with volume (pres­
sure). 

The isomer shift is given by 

IS = a .[P a (O) - P5 (0)], (3) 

where p ª (O) and p s (O) are the electron 
densities ( contact density) at the nuclear 
sites of the system investigated and the 
reference system, which in our case is 
always bcc Fe; the factor a is the nuclear 
calibration constant, a quantity which de­
pends solely on nuclear properties. This 
constant is chosen as a = - 0.24 a~ mm s-1 , 

a value previously used by Akai et ai. [25]. 
The IS and its pressure dependence of 

bcc and hcp Fe has been measured by 
Williamson et ai. [26]. The pressure de­
pendence of the IS in bcc Fe was obtained 
from LAPW calculations at several lattice 
constants (Fig. 6), while the IS of hcp Fe 
is calculated only at one particular volume. 
Table 3 indicates that the IS agree well 
between theory and experiment including 
hcp Fe. For bcc Fe we find the slope 
JIS/ J lnV = 1.3 mm/ s to be compared 
with the experimental values of 1.33 -+- 0.08 
and 1.44 -+- 0.11 mm/ s, at 300K and 82K, 
respectively. 

ln order to investigate the origin of the 
IS, the contact density is partitioned into 
contributions from the core (ls, 2s), semi­
core (3s), and valence (4s) states. Although 
the core electrons dominate the contact 
density by orders of magnitude, it is 
generally the valence contribution which 
determines the IS. The pressure depend­
ence of the IS comes primarily from the 
valence elctrons, whose contact density 
1 if! (O) 1 2 decreases with volume while 
core and semicore contributions increase 
slightly. This statement holds for bcc Fe 
as well as for the intermetallic compounds 
FeAl and FeTi, which possess very dif-
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ferent total IS. ln hcp Fe, however, the 
contribution of the semicore states is 
about one third that of the valence states 

0.00 

,,.... -0.05 
(/) 

o 

'-
E 
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CfJ 
-0. 10 

-o .15 

-0.20 

Table 3. At the experimental lattice spacing 
very good agreement with experiment is 
found. FeAl exhibits a large positive IS, 

~cc-Fe \heoryl 

o 

hcp-Fe (exp.) 

hcp-Fe 

o 

-o. 25 i..__-~-~----,.----..-----r------1 
o 2 4 6 8 10 12 

Uolume change (%) 

Fig. 6 - IS of bcc and hcp Fe as a function of volume change with respect 
to the experimental volume. Lines are from a fit 'through experimental 
results [26); theory for bcc Fe (open circles) and for hcp Fe (full circle). 

and has the sarne sign (Table 3). While 
the valence contribution of hcp Fe fits 
nicely into the volume trend of bcc Fe, it 
is the semicore contribution which causes 
the large difference in the IS between bcc 
and hcp Fe (taken at the sarne volume). 
Nevertheless the main contribution to the 
IS in hcp Fe comes from the valence 
states. 

The IS for the 3 intermetallic com­
pounds FeAl, FeTi and FeCo are given in 
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FeTi a smaller negative one, and FeCo 
shows almost no IS, as is to be expected, 
since Co is next to Fe in the periodic 
table. The contributions to the IS of 
valence, semicore and core states do not 
show a systematic trend in sign (for FeTi 
all 3 contributions are negative, but in 
FeAl and FeCo the core is opposite to the 
valence and semicore contribution). The 
volume dependence of the IS is again 
determined by the valence contributions 
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TABLE 3- Experimental aitd theoretical (decomposed into valence, semicore, and core contributions) 
isomer shifts (IS in mm/ s) pf Fe and Fe compounds at experimental lattice constants or at theoretical 

equilibrium (marked with *) with volume (in au). 

a (au) Vol/atom IS Isth IS va i ISSC ISCO ex 

bcc Fe 5.405 78.95 0.00 0.00 0.00 0.00 0.00 
bcc Fe * 5.200 70.30 - 0.15 a - 0.14 - 0.19 0.03 0.02 
hcp Fe 70.24 - 0.23 a - 0.23 - 0.18 - 0.08 0.03 
FeAl 5.496 83.01 0.24 b 0.25 0.24 0.04 - 0.03 
FeAI * 5.313 74.99 - 0.15 0.10 0.07 - 0.02 
FeTi 5.620 88.75 - 0.15b - 0.15 - 0.13 - 0.02 - 0.00 
FeTi " 5.473 81.97 - - 0.24 - 0.24 0.00 0.00 
FeCo 5.317 75.16 0.01 e - 0.03 - 0.04 0.00 0.01 

a~ Williamson [26]; b) v. d. Kraan [23] ; e) I. Vincze [27]. 

which decrease, while those from core 
and semicore states slightly increase with 
reduced volume. 

We determine the theoretical equilib­
brium lattice parameters-, which are about 
2-4 % smaller than experiment. lt should 
be noted that the evaluation of the IS at 
the theoretical equilibrium yields values 
in poor agreement with experiment, prob­
ably since the theoretical lattice parame­
ters of these 3 compounds deviate from 
experiment by different percentages. 

5 - SUMMARY 

We have used the full potential LAPW 
method to perform self-consistent LSDA 
band structure calculations for a number 
of systems. The electron densities obtained 
in these calculations are used to derive 
additional quantities. Difference densities 
are used to show small anisotropies in the 

electron densities and X-ray structures fac­
tors provide a basis for comparison with 
experiment. 

The EFG tensor is obtained numeri­
cally from the self consistent charge den­
sities without further approximations. 
Reliable results are obtained for the two 
insulators Li"N and Cu20 and all hcp 
metais. Our analysis strongly suggests 
that the EFG is determined by the aspheri­
cal electron density distribution of the 
valence electrons, predominantly from 
p-electrons. ln cases of heavier elements 
(i. e. beyond the first row elements with 
nodeless 2p functions), the aspherical 
valence charge density close to the nucleus 
is most important. To obtain this charge 
distribution reliably both full-potential 
and all-electron calculations are required. 

Another quantity related to electron 
densities is the Mõssbauer IS which is 
investigated for bcc Fe, hcp Fe, FeAI, FeTi 
and FeCo. The IS at the Fe nucleus as 
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well as its pressure dependence is in good 
agreement with experiment. The main con­
tribution to the IS is due to the valence 4s 
electrons, but a small contribution (of 
either sign) comes from the core and 
semicore (3s) states. 

This work was supported by the 
Hochschuljubilaumsstiftung der Stadt Wien. 
ln addition we thank Stephan Turnovsky 
for his help in generating the structure 
factors . 

REFERENCES 

[l] HOHENBERG, P. and KOHN, w., Phys. Rev ., 
143B, 864 (1964). 

[2] KoHN, W. a nd SHAM, L. J ., Phys. Rev. 140, 
All33 (1965) . 

[3] HEDI N, L. and LUNDQVIST, S., J . Physique 
Coll. 33, C3 73 (1972) . 

[4] JANAK, J . F., Solid State Commun. 25, 53 
(1978) . 

ts] BLAHA, P. and SCHWARZ, K. , Int. J . Quantum 
Chem. XXIII, 1535 (1983) . 

[6] SCHWARZ, K. , CRC Criticai Rev. Solid State 
and Mat. Sei. 13, 211 (1987). 

[7] BLAHA, P. and SCHWARZ, K. , J . Phys. F : Metal 
Phys. 17, 899 (1987). 

[8] BLAHA, P., SCHWARZ, K. and DEDERICHS, P. H., 
Phys. Rev. B38, 9368 (1988) . 

[9] BLAHA, P., SCHWARZ, K. and DEDERICHS, P. H., 
Phys. B37, 2792 (1988) . 

[10] DOYLE, P. A. a nd T URNER, P. S., Acta Cryst. 
A24, 390 (1968). 

[11] VIANDEN, R. , Hy perfine Interactions 15/ 16, 
189 (1983) . 

Portgal. Phys. -Vol. 19, fase. 1-2, pp . 159-171 , 1988 

[1 2] WI ECHERT, TH. and RECKNAGEL, E., Micros­
copic Methods , in Metais, in Vol. 40 of 
Topics in Current Physics, edited by U. Gon­
ser (Springer-Verlag, Berlin 1986). 

(13] DAS T. P. and SCHMIDT, P. e., z. Naturforsch. 
41a, 47 (1986). 

(1 4] BLAHA, P. SCHWARZ, K. and HERZIG, P., Phys. 

Rev. Lett. 54, 1192 (1985) . 

(1 5] BLAHA, P. and SCHWARZ, K. , Hyperfine 
Interactions (in press). 

(1 6] BLAHA, P. , SOMNTIN, P., AMBROSCH, e. and 
SCHWARZ, K. , Hyperfine Interactions, 51, 917 
(1989). ' 

(17] DIFFERT, K. an~ MESSER, R. , J. Phys. C 13, 
717 (1980) . 

(1 8] NAGEL, s., J . Phys. Chem. Solids 46, 743 
(1985). . 

(19] K uSHIDA, T., BENEDEK, G. B. and BLOEMBER­
GEN, N., Phys. R.ev. 104, 1364 (1956). 

(20] HAFNER, s. s. f1nd NAGEL, S., Phys. Chem. 
Minerais 9, 19 (1983). 

(21] «Mossbauer Isomer Shifts.», eds. G. K. She­
noy and F. E. W agner, North Holland, 
Amsterdam (1978) . 

(22] MIEDEMA, A. R. and VAN DER WOUDE, F., 
Physica B 100, 145 (1980) . 

(23] VAN DER KRAAN A. M. and BUSCHOW, K. H. 
Physica, 138B, 

1
55 (1986) . 

(24] BLAHA, P. and SCHWARZ, K. , J . Physique 
Coll. C8, 101 (1988). 

(25] AKA I, H ., BLÜGÉL, S., ZELLER, R. and DEDE­
RICHS, P. H., 1Phys. Rev. Lett. 56, 2407 
(1986) . 

(26] W ILLIAMSON, D. L. , BUI<SHP1'.N, s. a nd 
INGALLS, R. , Phys. Rev. B6, 4194 (1972) . 

(27] VINCZE, 1. , CAM~BELL, 1. A. and MEYER, A. z .. 
Sol. Sta te Com!Jlun. 15, 1495 (1974). 





CHARGE DENSITY IN TRANSITION METALS 

MARIA MARGARIDA R. COSTA 

Depa rtamento de Física, Universidade de Coimbra 
3000 Coimbra, Portugal 

The interest of accurate diffraction 
measurements leading to the experimental 
determination of charge densities has been 
repeatedly pointed out: the direct observa­
tion of asphericities in electron distribu­
tions enables a better understanding of 
the nature of the bonding in solids. 

One of the very first problems the 
experimentalist is faced with is that of 
selecting a sample which is suitable for 
charge density studies. 

The criterion introduced by Coppens 
- the inverse core electron density con­
centration, S = V /(~n~ore) 'h - may be used 
as a guide; only if S is large enough is 
the compound suitable for any charge 
density maps. 

ln this sense, as pointed out by 
Hirshfeld in 1985 [l] , the structure should 
only contain light atoms of the 1 st and 
possibly 2nd row of the periodic table. 
Although this, in principie, excludes transi­
t ion metais, success has been obtained in 
this field [2-4]. 

The importance of charge and spin 
density studies in atoms with open d-shells 
is well known. The d-electrons are 
relatively localised and hence interact 
strongly amongst themeselves; such in­
teractions often result in significant depar­
tures from the spherical symmetry and 
lead to an atomic magnetic moment. There-
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fore, they play an important role in the 
magnetism of solids. 

On the other hand, their wavefunctions 
are sufficiently spread so that d electrons 
may also contribute to cohesion in solids. 
The delocalisation of the magnetisation 
density reflects the participation of d 
electrons in chemical bonding. 

ln materiais with d electrons, both the 
magnetisation density and the charge den­
sity can be measured. Although the meas­
urement and interpretation of magnetisa­
tion densities is far more complicated 
than that of charge densities, this dual 
possibility is an advantage because it 
enables difficulties inherent to each type 
of measurement and interpretation to be 
resolved. 

Amongst the wide variety of transition 
metal compounds, the Laves phases and 
the rutile structures are particularly suit­
able for comparison of experimental and 
theoretical results as will be mentioned 
now. 

LAVES PHASES 

The Laves phase compounds, generally 
with stoichiometric composition AB2 , 
crystallize in three fundamental structures 
tipified as Cl4 (Mg Zn2), C36 (Mg Ni2) 
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- with hexagonal unit· cells and C15 (Mg 
Cu2) - with a cubic unit cell [5]. Most 
(if not all) atomic positions are fixed by 
symmetry [Figs. la) and b)]; this con­
stitutes an obvious advantage for charge 
density studies. 

These close packing structures can be 
described in terms of triangular nets of 
A and B atoms, stacked between a Kagomé 
net of B atoms [6]. Different possibilities 
for the stacking of such layers give rise 
to the three fundamental types of struc-
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Fig. 1 - Unit cells of two Laves phases 

a) TiFe2 - C14 type 

e Fe(l) (O, O, O) ; (O, O, 1/ 2) 
O Fe(ll) (x, x, 1/ 4); (x, 2x, 1/4); (2x, x, 1/ 4); 

(x,2x,3/4); (2x,x,3/ 4); (x,x,3/ 4) 
(~Ti (1 / 3, 2/3, z); (2/ 3, 1/3, z) 

(2/ 3, 1/ 3, 1/2 + z); (1/3, 2/ 3, 1/2 - z) 

b) TiCo, - C15 type 

O Co (O, O, O) ; (114, 1/ 4, 1/ 4) 
e Ti (5/ 8, 5/ 8, 5/ 8); (5/ 8, 7 / 8, 7 / 8); 

(7/ 8,5/ 8, 7/ 8); (7/ 8, 7/ 8, 7/ 8) 

ture, which only differ in the local sym­
metry of the nearest neighbours A and B. 

Laves phases have been regarded as 
size factor compounds in that the relative 
sizes of the constituent atoms (taken as 
their Goldschmidt radii) is, in general, 
dose to the ideal value, RA / RB = 1.225 
wich corresponds to their close packing 
in the structure. 

Several phases are ;lmown where such 
ratio deviates significantly from the ideal 
value, varying between 1.05 and 1.68. 

This has been attributed to changes in 
the valences of the constituent elements 
causing adjustments in the atomic volumes 
so as to preserve the closest possible 
packing of atoms in the structure. 

Values of RA / RB favouring the struc­
ture of Laves phases often occur when A 
is a transition metal to the left of Cr in 
the periodic table and B is an element to 
the right of this metal, either belonging 
to the sarne or to a different series. 
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When RA / RB < 1.225 significant con­
tractions are observed in B-B distances -
the interatomic distance is smaller than 
that expected from the known values of 
the Goldschmidt radii. 

It has been found [7, 8] that the 
observed contraction of B-B distances 
cannot be attributed only to geometrical 
factors and appears to depend on the 
atomic number of the B element, thus on 
its electronic configuration. If such struc­
tural features are attributed to the dis­
tribution of the valence electrons, then one 
should expect significant charge transfer 
or deformation of the spherical charge 
density distribution to be observed along 
B-B directions . 

ln order to investigate these effects 
the study of three Laves phases TiMn2 , 
TiFe2 and TiC02 has been undertaken our 
Laboratory. 

RUTILE STRUCTURES 

The rutile structures, well known since 
1926 [9], have a simple crystal structure, 
where the transition metal ion is 
surrounded by ·Six ligand ians at the 
corners of a nearly regular octahedron. 

This structural simplicity favours the 
choice of such compounds for an inves­
tigation of asphericities in the electron 
distribution. Moreover, as a consequence 
of the antiferromagnetic structure adopted 
by these compounds (Fig. 2a)) a number 
of magnetic reflections appear at reciproca! 
space positions where only nuclear scat­
tering should occur if the magnetisation 
density around the metal ion were 
spherically symmetric, or had tetragonal 
symmetry. The small magnetic contribu­
tions to these «forbiddem> magnetic reflec­
tíons can be accurately measured wíth 
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the polarised neutron technique and used 
to investigate the aspherical part of the 
magnetisation density. 

Fig. 2 - Unit cell of an antiferromagnetic rutile 
structure 

O ligand ion 
• transition metal ion 

ACCURACY OF EXPERIMENTAL 
CHARGE DENSITIES 

Applying Coppens criterion to the 
alloys and compounds mentioned above, 
typical values of 2-4 are obtained for the 
inverse core electron density concentra­
tíon. Such small values can be compensated 
by using sufficient care in optimising the 
measurements. One therefore should 
aim at: 

(i) improving the counting statistics 
within the limit of the equipement 
available; 

(ii) carrying out measurements at a 
high resolution [S = (2sine ) / ,\], 
obviously limited by the wave­
length of the radiation used; 
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(iii) avoiding or minimizing sistematic 
errors; 

(iv) measuring sets of reflection inten­
sities from more than one crystal 
(selected from the sarne sample) 
with different shapes and vol­
umes; this enables the reproduc­
ibility of the data to be tested 
and the detection of common 
features on the observed charge 
densities, which are most likely 
to be significant; 

(v) trying to avoid the uncertainties 
arising from thermal vibrations 
by . making measurements at low 
temperature. 

Ali X-ray measurements leading to the 
results which will be discussed later were 
carried out on a CAD4 diffractometer, with 
a graphite plane crystal monochromator 
and Mo-Ka radiation. 

Reflection intensities were measured in 
w - 2e scans with variable width, basically 
inferred from a peak profile analysis of 
severa! reflections occurring at various 
Bragg angles. The scan speed for each 
reflection was established so that a preci­
sion better than 2 % was attained in all 
measurements . 

These were carried out inside an Ewald 
sphere with radius 1.1 - 1.25 A-1 (S = 2.2 -
- 2.5 A-1

) ; reflections in all octants were 
scanned whenever the reflection position 
was accessible. This enables the extent of 
absorption and the «efficiency» of the 
absorption correction to be estimated. The 
internai agreement between equivalent 
reflections corrected for absorption (1) is 
typically 1.5 - 2.5 %. 

It has been · claimed that «weak» 
reflection intensities (I < 3CT) should not 

be neglected. However, in the samples 
investigated, these reflections have little 
weight and their number is small, so that 
they make no significant changes in the 
refined parameters. Rejection of «weak» 
reflections after averaging equivalent 
intensities appears to be more appropriate 
than if made at earlier stages of the data 
analysis. 

Possible sources of sistematic errors 
are : 

(i) the intensity variation of the 
main beam during the experiment 
(typical value: 2 % in 300 h), 
accounted for by periodically 
measuring a set of 4-6 standard 
reflections; 

(ii) misorientation of the crystal due 
to frequent movement of the 
diffractometer and goniometer 
axes ; this is avoided by checking 
the orientation of the sample 
every 120 measurements and 
automatically reorientating it 
when the direction of the scat­
tering vector differed by more 
than 10 % from that derivated 
from the UB matrix. 

(iii) the error arising from asymetric 
peak profiles ; this appeared to be 
more important when Ag - Ka 
radiation was used and was 
accounted for in any case by 
establishing sufficiently wide lim­
its for the scan width in order 
to include ali the peak. 

(1) A psi-scan absorption correction suggested 
by North and Phillips [10] was found to be pre­
ferable in ali cases to the usual path-length 
dependent correction which relies on an accurate 
definition of the crystal shape. 
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REFINEMENT PROCEDURES 

A least squares refinement of positional 
and harmonic anisotrapic thermal pa­
rameters as well as that of a scale fac­
tor is performed using high-order data 
(sine/,\ > 0.6 A-1). These reflection inten­
sities are less liable to be affected by 
extinction and by any deformation of the 
charge density distribution. 

The values of simultaneously refined 
parameters may be affected by correla­
tions. Their effect on the scale factor 
should not be neglected, although an errar 
on the scale factor is Jrnown to have a 
much smaller effect in the bond regions 
than in the vicinity of the atomic positions. 

The use of reliable high-order data 
- which are strongly dependent on ther­
mal vibrations - is expected to lower cor­
relations between different parameters. 

The scale factor has also been measured 
experimentally for severa! data sets with 
a prabable uncertainty of 4 %, arising 
mainly from the appraximate evaluation 
of the crystal volume. Nevertheless, the 
experimental values were found not to 
differ significantly from those refined with 
high arder data. This confirms that the 
latter values are not significantly cor­
related with other parameters. 

An empirical extinction parameter g is 
finally refined with all data by comparing 
the quantities Fobs and [Fcaic (1 + glca1c)-1] 

in a least-squares pracedure. 
Alternatively, a simultaneous refine­

ment of the mentioned parameters together 
with those describing the extinction and 
charge density models may be performed. 
This will be mentioned again later. 

Difference density maps are obtained 
from Fourier analysis of a set of 
(SFobs - Fcaic) , where SFobs are the 
observed structure factors on an absolute 
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se ale and F cale are the corresponding 
values derived from the refined parameters 
and Hartree-Fock scattering factors for 
the free a tom ( or ion), corrected for 
anomalous dispersion [11]. 

The importance of calculating errar 
maps should be stressed here. These, 
together with an estimate of the mean 
errar in the unit cell: 

enables the significance of the observed 
features on the difference density maps 
to be evaluated. 

MODELISATION OF CHARGE 
DENSITIES 

The interpretation of charge densities 
(either in real or in reciprocai space) is 
most conveniently made in terms of a 
parametric model; a small number of 
apprapriately chosen parameters may then 
be refined either independently from (or 
simultaneously with) structural parameters. 

The symmetry of the 3d electran dis­
tribution, as well as the translational 
praperties of the crystal symmetry, play 
an important role in simplifying the 
calculations. 

The experimental 3d charge density 
may be compared with that deduced from 
a one-electran wavefunction .p (r) written 
as a linear combination of 3d atomic 
orbitais ll'i (r): 

if; (r) = ~ ll'i (r) 
i 

(1) 
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each 'P i (r) being the product of a common 
radial function, R (r), and an angular 
function which is a linear combination o.f 
spherical harmonics: 

'P i (r) = R (r) ~ Y~ (A, cp) (2) 
m 

The 3d electron density may then be 
expressed as: 

p d = ~ O'.i 1 'Pi 1 
2 (3) 

However, since the structure factors are 
the Fourier components of the electron 
density 

p (r) 
1 

- ~ F (K) exp (iK · r) (4) 
VK 

the comparison of the observed density 
with a model density may be performed in 
terms of structure factors, which are the 
quantities directely observed in the exper­
iment. 

Scattering factors for the 'Pi can be 
simply evaluated by making use of the 
properties of the spherical harmonics, as 
shown by Schweitzer (1978) [12]. 

The total scattering factor, f (K), is 
then expressed as a linear combination of 
contributions from the appropriate d-or­
bitals: 

(5) 

Where a; represents the fractional 
occupancy of the d; orbital; each f; is 
expressed is terms of the radial integrais 
<jo>. < j2> and < j.> . ln order to obtain 
the corresponding structure factors from 
(5), only the appropriate geometrical fac­
tor and the correction for thermal motion 
have to be considered. 

The five-fold degeneracy of the levei 
L = 2 for 3d electrons in an isolated atom 
is totally or partially lifted by the local 
symmetry of the crystal field. This sym­
metry must be preserved by the com­
bination of atomic orbitais used to cal­
culate the total wavefunction 'Í' (r), (1). 

ln the case of rutile structures the 
crystalline environment of the transition 
metal ion is such that the ligand ions 
occupy the corners of a slightly deformed 
octahedron. The symmetry of the crystal 
field is therefore orthorhombic. The five 
3d orbitais referred to the axes in Fig. 2 
have the following angular wavefunctions: 

eg, - di; eg, - dx'-Y' ; t2g, - dxy ; 
t2g, - dxz ; t2g, - dyz 

The latter two are degenerate owing to 
symmetry requirements. 

ln Laves phases the local symmetry 
is different for distinct atomic positions. 
For two of them, the point group symmetry 
is trigonal: the d-atomic orbitais split into 
one singlet, Ag, , and two doubly degen­
erate, Eg, and Eg, , with wavefunctions: 

The charge density observed in the 
difference maps represents the Fourier 
transform of the differences between the 
observed structure factors and those cal­
culated for a spherical electron distribu­
tion (t.F hkl). 

Therefore, only the aspherical con­
tributions to the scattering factor, <h> 
and < j4 >, have to be considered to cal­
culate the «asphericah> structure factors, 
p asph 

hkl • 
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The parameters ai - appropriately 
constrained by symmetry and normalisa­
tion - are then least-squares refined by 
comparison of the ~Fhkt with the cor­
responding F~~~h. 

Alternatively, the charge density may 
be described in terms of a superposition of 
atomic densities each of which is a series 
expansion in real spherical harmonics 
(multipole functions): 

p (r) = Pc Pcore + Pv Pv X' 3 (Z', r) + 
! 

+ ~ Ri (X" r) ~ P1m + 
m = O 

where Pc , Pv and P1m + are the popula­
tion coefficients; the total number of elec­
trons associated with one atom is 
Pc + Pv + P00 , the core and valence den­
sities, p e and p v , are calculated from 
Hartree-Fock wavefunctions and the radial 
extent of Pv is governed by the adjustable 
parameter X'. [13]. 

Based on this description a set of struc­
ture factors may be calculated and com­
pared with the experimental observations. 

Thermal and position parameters, a 
scale factor, extinction parameters (domain 
size an mosaic spread) as well as the 
populations of the multipoles allowed by 
symmetry are then refined simultaneously, 
using all the observed data, and the 
least-squares program MOLL Y. The num­
ber of electrons outside an argon core may 
also be refined for each atom. 

GENERAL FEATURES OF DIFFERENCE 
DENSITIES 

Result thus obtained for rutile struc­
tures and Laves phases will be summarized 
and illustrated with a few examples. 
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ln order to avoid overinterpretation of 
the available data, only those features 
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Fig. 3 a), b) - Fourier difference maps for two 
crystals of FeF2 • Contours at 0.1 eA-~ . Sec­
tion [001] of the unit cell. Broken lines represent 
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which are consistently observed in charge 
densities from more than one crystal of 
the sarne material are assumed to evidence 
a «real» effect. ln all cases mentioned, 
complete data are available from meas­
urements (either preliminary or published) 
made in our Laboratory, although only a 
limited number of representative examples 
have been selected. 

a) Rutile structures 

The main feature observed on all dif­
ference maps is a negative density along 
the metal-ligand bond, corresponding to 
a depletion of charge density in that 
region; this can be seen on Figs. 3 a) and 
3 b) for two different crystals of FeF2 [14], 
as well as on Figs. 4, 5 and 6 a), for NiF2 , 

VF2 and MnF2. 

1 

1Á 

Fig. 3 e) - Fourier projection of the covalent 
magnetisation density in FeF 2 • Projection down 
[001]. Contours at 0.015 tJ'B A 2 • Broken lines 

represent negative contours. 

The results of magnetisation density 
measurements are also presented in terms 
of difference density maps for FeF2 {15] 
and MnF2 [16] in Figs. 3 c) and 6 b). Both 

a 

,,- ...... ... , , ...... ' ,, , ' ' 
I ' \ \ ' , ' \ ' 1 , .. , ' \ 
\ \ \ ) 1 , 

\, '~-=-) , --... , .... _-

,--, 
1 1 

' 
. ,-, 

' 
, ' . 

-~ ' 
,_, 

o 
@) 

a 

., 
' ' ' ...... , 

.. --... 
' ' ' ' ' . ...... _, 

o 

o 

1A 

<;) 

-~ 1 ' 

' \ 
' 1 ,..,_, 

Fig. 4 - Fourier difference map for NiF 2 • Sec­
tion [001] of the unit cell. Contours at 0.2 eA.-3. 

a 

Broken lines represent negative contours. 

• Ni atoms 

a 

o 

• F atoms 

1Á 

,,---- .. ': .... ,\ 
,,, ,---',./ ,l 
\ ' \ I 

o 

,' : \: 
·:, e~::----.-:)/\ ,,_, v 
e-­, ' ' ... ./ 

•' '', ' ' .... _} 

Fig. 5 - Fourier difference map for VF 2 • Sec­
tion [001] of the unit cell. Contour at 0.17 eA- 3• 

Broken lines represent negative contours. 

• V atoms • F atoms 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 173-183, 1988 



MARIA MARGARIDA R. CosTA - Charge density in transition metais 181 

a 

~ ,-, 
~/,-,~ 

.,. I ' ., 
/' , .. I ...... , 

~--'-' , .. --,, ) 
'\ ,_,' ,'" 

' ' ' ..... ' 

, .. ---..... 
, .. ---- ', , ,... \ ', 

1 1 1 
', ', ,, \ I I 

'\, ...... _,, / 
' ' .. ' , 

a 

Fig. 6 a) - Fourier difference map for MnF 2 • 

Section [001] of the unit cell. Contours at 0.1 
eA-3. Broken lines represent negative contours. 

X 

• Mn atoms 

-- .. 
,,,,'' ~ 

," I 
-- I 

.,,.---···\ 
1 

' 1 
' 1 \ I 

I 
1 
1 

, , 
I 

I 

y 

1A 

• F atoms 

, 

I I 
/ 1 

/ 1 
I 1 

,' ' .... ___ -
, --,' ,,'"' 

\ _, .. _, 

,,'-', , \ , ' 
I ', ', ,- .................. , 

....... \ ' ' ' \ ' .... _ 
\ ' ' ' ' ........ 

\ ' 
\ ' 
' ' ' \ , 

\ \ ,' 
1 1 

Fig. 6 b) - Fourier difference map for the mag­
netisation density in MnF2 • Projection down [001]. 
Contours at 0.02 1-'B A-2. Broken lines represent 

negative contours 

• Mn atoms • F atoms 

Portgal. Phys. - Vol. 19, fase. 1-2, pp. 173-183, 1988 

evidence a covalent transfer of magnetisa­
tion from the magnetic ion to the ligand. 
Bearing in mind the electronic structure 
of the 3d shell in Mn2+ and Fe2+, it appears 
that this loss of magnetisation density is 
compatible with the observed depletion of 
charge density (in the viccinity of the 
fluorine ion) along the bond direction. 

Such depletion is also compatible with 
the values obtained for the occupancy of 
the dz, orbital (Table 1) the quantum axis 
ZZ' being chosen along the metal-Jigand 

TABLE 1 - Occupancy of the dz2 orgital of the 
transition metal ion for different rutile structures. 
The two values mentioned for FeF 2 refer to 
different crystals selected from the sarne sample. 

VF2 MnF2 FeF2 NiF2 

dz, 0.10(8) 0.12(3) 0.20(2) 0.15(2) 
0.19(3) 0.17(3) 

direction. These show a common tendency 
to be lower than the value that would 
correspond to spherical symmetry (30 %) . 
ln some cases, the deviation is hardly 
significant as should be expected from the 
low R-factors for the spherical refinement 
(typically 1 %) . 

b) Laves phases 

Two features are consistently observed 
in hexagonal Laves phases: 

1 
(i) on the (00.1) at z = 4 section 

containing a triangle of Mn (Fe) 
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a 

atoms (Fig. 1 a), positive contours 
along the metal-metal directions 
and a negative density inside the 
triangle formed by such lines are 
observed (Fig. 7 a). This suggests 
a preference of the 3d elctrons 
for directions joining two nearest 
neighbours Mn or Fe, leaving a 
depletion along the lines bissecting 
the angles formed by the sides 
of each triangle. 

(ii) Negative density along the c-axis 
direction between two nearest Ti 

Fig. 7 - Fourier difference map for TiFe2• Contours 
at 0.1 eA-a. Broken lines represent negative 

contours 

a) Section [00 .1) of the unit cell at z = 1/ 4 
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Section [10.0) of the unit cell at x = 1/ 3 

atoms (Fig. 7 b); this can be inter­
preted as a «contraction» of the 
associated 3d charge density along 
these directions. 
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